YAPAY ZEKA ODAKLI BIR DUNYADA FEMINIST YAKLASIMLAR

Gozde Cobek

Bu yazi; yapay zeka teknolojisinin hayatin her alanina hizla sirayet ettigi giiniimiizde
sosyal bilimlerin ama 6zellikle feminist yaklagimlarin 6nemini tartigmaktadir. Yazi,
“web”in tarihsel evrimini inceleyerek buraya nasil gelindigini ortaya koyarak
baslamaktadir. “Masaiistii bilgisayar donemi” Web 1.0’dan “ultra zeki sembiyotik”
Web 4.0’a doniisiim; mobil oyun, cevrimici flort gibi yeni sektorler ile icerik
iireticiligi, sosyal medya uzmanligi gibi yeni meslekleri de beraberinde getirdi. Fakat
bu doniisiim, toplumsal ve yakin iligkileri etkiledigi kadar, mevcut toplumsal
esitsizlikleri ve hiyerarsileri de yeniden iiretmektedir. Ornegin yapilan arastirmalar;
mobil oyun ve cevrimici flort endiistrilerinin agirlikhh olarak beyaz erkek
calisanlardan olustugunu ve algoritmalarin toplumsal cinsiyet ve irk kaliplarini
yeniden {iirettigini ve toplumsal kutuplasmada da ciddi rolleri bulundugunu ortaya
koymaktadir. Yazi, bu baglamda dijital teknolojilere (tekno)feminist yaklagimlarin
getirilmesinin 6nemini vurgulamaktadir; zira teknofeminist teoriler bu teknolojilerin
yeniden {irettigi toplumsal cinsiyet esitsizliklerinin yaninda kadinlarin teknolojiyi
nasil karsi-politik ara¢c olarak kullandiklarma da bakarak teknolojinin
potansiyellerini ele almaktadir. Yazi, son olarak cinsiyet¢i ve irket kaliplarin ickin
oldugu algoritmalarin ve yapay zekdnin 6nyargilarim (biases) kirmak igin egitimde
feminist sosyal teorilerin gerekliligin altini ¢izmektedir.

Feminist Approaches in an AI-Oriented World

This paper highlights the significance of the social sciences, particularly feminist
theories, in contemporary times, when artificial intelligence (AI) permeates every
aspect of life. It begins with a discussion on how we have got here through an analysis
of the web’s historical evolution. The transformation of the “desktop period” Web 1.0
to the “ultra intelligent symbiotic” Web 4.0 has brought new industries, such as
mobile games and online dating, and new occupations like content creators and social
media experts. Influencing both social and intimate relationships, this
transformation, however, reproduces existing social inequalities and hierarchies. For
instance, the research draws attention to the white-male dominance of these
industries, demonstrating how algorithms reproduce gender and racial stereotypes
and play a great role in social polarization. In this regard, this paper highlights the
importance of (techno) feminist approaches to digital technologies; as
(techno)feminist theories not only reveal how these technologies reproduce gender
inequalities but also underline their potentialities by examining how women use
them as counter-political tools. Lastly, this paper emphasizes the necessity of
feminist social theories in education to the biases of algorithms and Al in which sexist
and racist stereotypes are embedded.

Yapay zeka teknolojisinin hizla geliserek “isimizi elimizden alacag1” ve “insanligin sonunu
getirecegi’ne dair korku saldig1 bir diinyada yasiyoruz. Nasil bir egemenlik kurup doniisiim
yaratacaginin ongoriilememesi de bu korkuyu tetikliyor elbette. Benzer korkular bilgisayarlar
ilk ciktiginda da yasandi, algoritmalar kisisellestirilmis icerikler sunmaya basladiginda da. Bu
yazida bu korkular1 destekleyecek bir argiiman sunmayacagim; aksine, dijital teknolojinin kimi
doniisiimler yaratsa da neleri yeniden {iirettigini ve nasil bir hakimiyet kurdugunu (ya da
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kuramadigini) (tekno)feminist bir perspektiften ele alirken yapay zekdnin hayatin her alanina
hizla hiikmettigi giintimiizde sosyal bilimlerin, ama 6zellikle (tekno)feminist yaklagimlarin ne

kadar elzem oldugunu tartisacagim.

ilk boliimde, nasil bir kiiltiirel iiretim oldugunun cogunlukla kaniksandig1 internetin tarihsel
evrimini anlatacagim. Okuru “dijital’e mesafe alarak disaridan bakmaya davet ediyor ve
boylece bu kavrama yabancilas(tir)mayr hedefliyorum. Ikinci boliimde “web”in evrilirken
giinliik hayati, pratikleri, toplumsal ve yakin iligkileri nasil etkiledigini ama ayni zamanda
toplumsal hiyerarsileri ve esitsizlikleri nasil yeniden iirettigini somut o6rnekler iizerinden
anlatacagim. Uciincii boliimde akademik literatiirde de yaygin olan “algoritmalarin
diktatorliigi” soyleminin failligi (agency) nasil goz ardi ettigini ve bireylerin aslinda bu
teknolojik kiiltiirel nesnelere nasil tepki verdiklerini yine somut oOrnekler iizerinden
tartisacagim. Son boliimde ise yapay zeka odakl diinyada teorinin, 6zellikle feminist teorinin

neden 6nemli olduguna deginecegim.
“Web”in Evrimi

1990’lardan itibaren bilgisayarlarin evlere girmesiyle internet teknolojisi hizla giinliik hayatin
bir parcas1 oldu ve giiniimiize kadar muazzam bir doniisim yasadi. Medya teknolojileri
tarihcileri, web’in gelisimini ti¢ ayr1 donemde ele almakta ve dordiincii donem i¢in tartismalar
hala devam etmektedir (Choudhury, 2014). “Masaiistii bilgisayar donemi” diye
adlandirabilecegimiz Web 1.0’da (1989-2004) sinirh bir internet erisimi mevcuttu. Sabit ev
telefonlariyla internete girilen, statik web sayfalar: ile sabit ve sinirh igeriklerin oldugu ve
bireylerin agirlikli olarak sadece igerik tiikettigi bu donem; akademide de bilgiye erisimin
demokratiklesecegi ve daha 0zgiir olacag1 ongoriisiiyle sicak karsilandi (Rainie & Wellman,

2012).

2000’lerde Facebook, YouTube, Wikipedia gibi platformlarin 6ne ¢iktig1 yeni bir doneme
girildi. “Sosyal medya donemi” seklinde tamimlayabilecegimiz Web 2.0 (2005-2015)
doneminde, web sitelerinin dinamik ve ¢ift yonlii platformlara doniistiigline taniklik ettik.
Artik bireyler, dijital icerikleri salt tiikketmekle kalmiyor, bizzat icerik iiretebiliyor ve var olan
dijital bilgiyi de diizenleyebiliyordu (prosumer/prosumption). Kendi profillerini olusturup
icerik paylasabilme firsati sunan Facebook, Twitter gibi platformlarla sosyal etkilesim artt.
Ayrica akill telefonlarin ve boylece uygulamalarin da yaygin olarak kullanilmaya baslandig bu
donemle birlikte akademide de sosyal medya ve platform odakl ¢alismalar 6ne ¢ikt1 (Dutton,

2013; Papacharissi, 2011).

Platformlarin ve mobil internetin hakimiyet kurdugu ve giderek her seyin uygulama haline
geldigi Web 3.0 (2016 ve sonrasi), “semantik web” olarak adlandirilmaktadir. Veri yonetimine

odaklanan semantik web, datanin artik sahiplenilmedigi ama platformlar arasinda paylasildig:
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ve yeniden kullanildig: ortak bir gerceveyi ifade etmektedir (Choudbury, 2014, s. 8098). Web
sitesi/sayfasi kavraminin yok oldugu ve iceriklerin kisisellestirilerek herkesin internette artik
ayni seyi arasalar da farkl sonuclara eristigi bu donem, akademide de platformlarin ekonomi
politikalarinin derinlemesine incelenmesi iizerinden ele alinmaktadir (Burgess vd., 2017;
Gillespie, 2018). Ademimerkezilesmenin egemen oldugu Web 3.0’a geciste ii¢ boyutlu
yazicilar, blokzincir, yapay zeka, sanal gerceklik, artirllmis gerceklik (augmented reality)

merkezi bir role sahiptir.

Giiniimiizde Web 4.0 dénemi iizerine tartismalar siirmektedir. Insan beyni kadar giiclii hale
gelen yapay zekanin web igeriklerini okuma, karar alma ve igerik yonetmede hizla gelistigi ve
boylece “Yapay zeka insanligin sonunu mu getiriyor” tartismalar1 ve endiselerini beraberinde

N1

getirdigi “ultra zeki sembiyotik web” olarak Web 3.0’dan ayristirilmaktadir (Choudbury, 2014,

p. 8100).

Web’in hizla endiistrilesmesi yeni sektorler, alanlar, meslekler acarak yeni firsatlar sundugu
kadar beraberinde mahremiyet, bireysel haklar, kisisel verilerin kullanilmas1 ve ii¢iincii
taraflarla paylasilmasi, gozetim, kontrol gibi etik, politik ve toplumsal meseleleri de
beraberinde getirmistir. Web’in evrimi bu baglamda “platform kapitalizmi” (Syrnicek, 2016),
“platform toplumu” (van Dijck vd., 2018), “gozetleme kapitalizmi” (Zuboff, 2021),
“teknofeodalizm” (Varufakis, 2023) ya da “neofeodalizm” (Dean, 2025) gibi kavramlarla gii¢
iligkilerinde, iktidar bicimlerinde ve toplumsal esitsizlikler ve hiyerarsilerde nasil bir doniistim
yarattigiyla birlikte incelenmistir. Ne var ki, glinesin altinda yeni olmayan seyler de varligini

siirdiirmektedir.
Evrilirken Doniis(mey)enler

Internet elbette ki gelistikce yepyeni sektorler, meslekler, uzmanliklar getirdi beraberinde:
iceriklerin tiklanmas1 ve 6ne cikarilmasi icin gereken SEO (search engine optimization)
uzmanhgi, icerik iireticisi, sosyal medya uzmanligl, influencer, YouTuber, vlogger gibi
mesleklerden mobil oyun, ¢evrimici flort gibi sektorlere... Tiim bunlar, istihdam demekti ve
bunun icin bu alanlara gelecek iscilerin yetistirilmesini saglayacak boliimlere, egitim
programlarina, akademisyenlere, 6gretmenlere, uzmanlara ihtiyag¢ vardi. Bu sirada, 2000’ler
sonu-2010’larin bagindan itibaren genclere siddetle “yazilim 6grenin” tavsiyeleri veriliyordu;

zira gelecek (ve sermaye) oradaydi.

Peki, bu firsatlar ne gibi etkiler yaratti? Bunlarin hepsini burada siralamam miimkiin degil
ancak dijital teknolojilerin giinliik hayat ve pratikleriyle iligkisini inceleyen bir sosyolog olarak
web’in evriminin gilinliikk hayat pratiklerini nasil degistirdigine birka¢ ornek verebilirim.
2012’de Tinder’in kurulmasiyla birlikte hizla popiilerlesen flort uygulamalari bireylerin yakin

ve sosyal iligkiler kurma, yeni insanlarla tamisma ve flort pratiklerini oldukca etkiledi.
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Cevrimici flortiin siradanlagmasiyla birlikte fiziksel ortamlarda biriyle tanigmak norm
olmaktan ¢ikti, hatta insanlara rahatsizlik veren bir pratige doniistii; zira “bunun [artik] app’i
vardir” (Cobek, 2023). Flort uygulamalariyla birlikte, kullanici bilgilerine gore en iyi potansiyel
partnerleri belirleyen algoritmalar bireylerin tercihlerini oldukca etkiledi; Tinder'in
“kaydirma” denilen swiping ozelligi, en temel hayat secimlerinden biri olarak sayilan es
secimini oyunlastirdi ve yine uygulamalardaki “Eslesmeyi Kaldir” (unmatch) ozelligiyle
bireylerin birbirlerine herhangi bir aciklama yapma geregi duymadan ortadan kaybolmasi

anlamina gelen ghosting, iligkilerde bir norm haline geldi (Bergstrom, 2022; Cobek, 2023).

Cevrimici flort, bir pratik olarak hem yakin hem de sosyal iligkiler kurma bigimlerini
doniistiirse de bir endiistri olarak incelendiginde var olan esitsizlikleri ve hiyerarsileri yeniden
iirettigi gézlemlenmektedir. Kadrolu olup olmamasi fark etmeksizin, bu endiistride calisanlar,
baskin bir sekilde beyaz heteroseksiiel erkeklerden olusmaktadir. Fransa’daki heteroseksiiel
bireylerin c¢evrimicgi flort kiiltiirii ve pratiklerini inceleyen Bergstrom (2022), bizzat bu
endiistride calisanlarla yaptigi miilakatlardan c¢ikardigi carpici gercekligi gozler oOniine
sermektedir. Boylesi erkek egemen bir endiistride, flort uygulamalar: 6ncelikle heterosekstiel
erkeklerin ihtiyaclari, arzular ve seyir zevkleri i¢in tasarlanmaktadir. Ayrica Bergstrom, kadin
arayan kadinlara ozel flort uygulamalarinin sayisinin kisith olduguna da dikkat ¢ekmektedir;
zira erkeklerin baskin oldugu ¢evrimici flort endiistrisi kadin cinselligine, kadinlarin arzularina
ve ihtiyaclarina dair neredeyse hicbir sey bilmemektedir. Flort uygulamalar: ile algoritmik
altyapilarn “Erkekler Mars’tan, kadinlar Veniis'ten gelmektedir” ile kadin cinselliginin bir
gizem oldugu stereotiplerine dayanarak eril bakisa hitap edecek sekilde tasarlanmaktadir.
Boylece toplumsal cinsiyet normlari, soylemleri ve esitsizlikleri yeniden iiretilmektedir.
Cevrimigi flort, salt cinsiyetci degil, irkqidir da ayn1 zamanda. Apryl Williams, “Tipim Degil:
Cevrimigi Flortteki Cinsel Irk¢iligin  Otomasyonu” isimli kitabinda (2024) flort
uygulamalarinin “partner tercihlerindeki bireysel irksallagtirilmig mantik” olarak tanimladig
cinsel 1rkciligi yeniden {irettigini, clinkii algoritmalarin c¢ekiciligin, arzulanabilirligin ve
toplumsal cinsiyet estetiginin normatif standartlarina dayanarak insanlar eslestirdigini ortaya

koymaktadir.

Cevrimici flort, yine agirlikli olarak beyaz heteroseksiiel erkeklerden olusan alternatif sag (alt-
right)* gruplarin iddia ettiginin aksine bu kullanicilarin ayricaliklarinin ve bdylece
erkekliklerinin hi¢ de kirllmadigimi gésteren 6rneklerden yalnizca biri. Benzer bir sekilde dijital
oyun endiistrisi de beyaz heteroseksiiel erkek egemen bir endiistridir (Bulut, 2022). Feminist
calismalar (Nakandala vd., 2017; Zhang & Hjorth, 2017; Zorlu & Ozkan, 2020), dijital oyunun
erkek egemen diinyasia dikkat cekerek kadin oyuncularin ve/veya yayincilarin nasil bir

ayrimciliga ve siddete maruz kaldiklarimi ortaya koymaktadir.
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Toplumsal cinsiyet ve 1rk egitsizliklerine daha giincel bir 6rnek vereyim: Giinliik hayatin hizla
ayrilmaz bir parcasi haline gelen yapay zeka, yine baskin bir sekilde beyaz bir erkek olarak
tasvir edilmektedir. insans1 robotlari, sohbet botlari, sanal asistanlari ve yapay zekaya dair stok
gorselleri ile film ve dizilerdeki tasvirleri inceleyen Cave ve Dihal (2020), bu teknolojilerin
oncelikle beyaz erkek olarak tahayyiil edilmesini Bati somiirgeciliginin iirettigi “beyaz irk
iistiinliigii’ne dayandirmaktadirlar. Kolonyalizmi “mesru” kilanbu Kkiiltiirel ideolojiye gore,
yapay ya da gercek, “zekd” oncelikle beyaz erkeklerin sahip oldugu bir niteliktir. Ayrica,
beyazlik (ve de erkeklik) norm oldugu icin onun bu nitelikleri karsisinda ¢ogunlukla kor kalinir
(Dave & Dihal, 2020, p. 694). Diger bir deyisle, yapay zekanin beyaz erkek olarak tasvir
edilmesine biiyiik bir ¢ogunluk tarafindan dikkat ¢ekilmez; ancak yapay zeka siyah bir kadin
olsayd: tiim gozleri lizerine ¢ekerdi. Tiim bu Ornekler yapisal esitsizliklerin ve hiyerarsilerin
yeniden iiretildigini ortaya koysa da sunun altini ¢cizmek isterim: Dijital platformlar ve araclar
yalnizca bunlardan ibaret degildir; direnis ve miicadele alanlar1 ve araglaridir da ayni1 zamanda
(Bowles Eagle, 2015; Rentschler, 2014; Shaw, 2016). Bu konuyu failligi goz ard1 eden “dijital

~ *9)

teknolojilerin egemenligi’ne vurgu yapan sdylemlerle birlikte ele alacagim.

“Algoritmalarin Diktatorliigii”’nden “Yapay Zekanin Diktatorliigii”’ne mi?

bAN 19
1

Internetin evlere girmesiyle ilk doniim noktasmin yasandigr Web 1.0, web’i “salt-okunur”dan
“sosyal web”e doniistiiren Wikipedia (2001), Facebook (2004), YouTube (2005) ve Twitter
(2006) gibi platformlarin kurulmasiyla yerini ikinci bir doniim noktasinin yasandigi Web 2.0’a
birakti. Artik bireyler “6zgiirce” icerik iiretebiliyor, var olan icerigi diizenleyebiliyor,
kendilerini ifade edebiliyor ve baskalariyla etkilesime girebiliyordu. Bu 6zgiirliigiin bir bedeli
vard1 elbette. Tiim bunlar1 yapabilmek icin kisisel bilgilerini girmen, verilerine erisim ve
paylasim izni vermen ve o malum cerezleri kabul etmen gerekiyordu. Boylece bireyin
begen(me)diklerinden bir igerige bakma siirelerine kadar her hareketleri kayda alinmaya
baslandi ki algoritmalar kisisellestirilmis icerikler sunabilsin ve oOnerebilsin, kisiye 0zel
reklamlar paylasilsin, diger bir deyisle, bu veriler iiglincii partilerle paylasilsin. Kisisel verilerin
alinip satilmasi, bagl basina bir endiistri, hem de oldukga karli bir endiistri haline geldi (Jani,

2020). Bu, platformlara ve onlarin algoritmik altyapilarina muazzam bir gii¢ kazandirdi.

Smiflandiran, diizenleyen ve siralayan algoritmik oneri sistemleri; kisiler igin neyin iyi, neyin
onlarin zevkine, goriisiine, tercihlerine uygun olduguna karar veren merciler haline geldiler.
Ana sayfada ¢ikan kisiler ve icerikler tamamen algoritmalar tarafindan belirleniyor, boylece
bireylerin milyonlarca icerik arasinda kaybolmamasi saglaniyordu. Kazandiklari otorite,
yalnizca sunduklar1 hizmetlerden degil, “algoritma” teriminin kendisinden de geliyor c¢iinkii
kavram olarak algoritma, “sayisal hesaplamalar yaptig1 ve boylece nesnel kararlar verdigi i¢in
o, en iyisini bilir” algis1 tasiyor (Beer, 2017). Oyle ki, 6rnegin, diger flort uygulamalarmdan

farkli olarak OkCupid, kullanicilarin sorulara verdikleri cevaplarin karsi tarafinkilerle
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benzerligini hesaplayarak bir “eslesme yiizdesi” sundugu i¢in bireyler OkCupid’i daha giivenilir
ve daha yerinde, nokta atis1 kararlar veren bir uygulama olarak goriiyorlar (Cobek, 2023).
Ayrica algoritmalarin otoritesi “kapali kutu” olmalariyla da oldukea iligkili; zira platformlarin
hemen hemen hicbiri algoritmik altyapilarmin nasil cahistigina dair herhangi bir bilgi

paylasmiyor (Pasquale, 2015).

Algoritmalarin ciddi bir gii¢ kazandig1 bu donem nelere yol act1? Bir 6nceki boliimde verdigim
cevrimigi flort endiistrisinde cinsiyetciligin ve irk¢iligin yeniden tiretimindeki roliiniin yaninda
algoritmalar, sosyal medya platformlarinda yanki odalarinin (echo chambers) olusmasina ve
insanlarin bu odalar icerisinde sosyallesmelerine sebep olmaktadir. Bireylerin kendilerine
benzer goriislere sahip kisilerle etkilesime girdigi sosyal medya cevreleri anlamina gelen yanki
odalari, siyasi ve toplumsal kutuplagsmayi, hatta radikallesmeyi tesvik etmektedir (Engesser
vd., 2017; Térnberg & Tornberg, 2022). Ornegin “radikallesmenin ana yurdu” (Tiifekci, 2018)
olarak goriilen YouTube; agirlikli olarak beyaz heteroseksiiel erkeklerden olusan alternatif sag
gruplarin ve yine bu gruplardan olusan, daha ¢ok Reddit’te aktif olan, ¢evrimici topluluk
incel’lerin (Tiirkceye “zoraki bekarlar” olarak ¢evrildi) igeriklerini 6ne ¢ikarmaktadir (Bryant,
2020; Papadamou vd., 2021). Ayrica YouTube'un komplo teorilerinin ve dezenformasyonun
hizla yayginlasmasinda da ciddi bir rolii bulunmaktadir ciinkii algoritmalar, kullanmici
etkilesiminin yogun olmasindan kaynakli “sansasyon” yaratan/yaratacak icerikleri daha

goriiniir kilmaktadir (Harambam, 2020; Papakyriakopoulos vd., 2020).

Dijital ortamlarda hemen hemen her seyi belirleyen algoritmalar, esik bekgisi (gatekeeper)
goreviyle iktidar iligkilerinde bir doniisiim yaratmis olsa da var olan yapisal esitsizlikler ve
hiyerarsileri goriiniirliik/goriinmezlik ekonomi politikas: iizerinden yeniden iiretmektedir.
Ornegin web’in yarathg yeni sektor ve mesleklerden influencer piyasasina girmek isteyenler,
cogunlukla algoritmalara takilmaktadir. Bu kisiler, takip¢i kazanmak ve bdylece
goriiniirliigiinii artirmak icin iceriklerinin ana sayfada 6nerilmesini beklerken, algoritmalarsa
genellikle halihazirda belli bir takipci kitlesine erismis mevcut influencer’lar1 6nermeye devam
etmektedir (Glatt, 2022) ve/veya beyaz anne influencer’lari siyah annelere gore daha goriiniir

kilarak irkciligy ve esitsizligi desteklemektedir (Petersen, 2023).

Bagka bir 6rnek daha vereyim: Cevrimici flort endiistrisinin heterosekstiel erkek odakl flort
uygulamalar1 ¢ikarmasi yalmzca cinselligin “erkegin hakki” olarak insa edilmesiyle iligkili
degildir. Heteroseksiiel erkeklerin kadinlara gore daha fazla kullandig1 bu uygulamalar, cabuk
gecilen ve begenilmeyen erkek profillerini siranin en sonuna atmakta, hatta tarihin tozlu
sayfalarina gommektedir. Artik onerilmeyen kullanicilar, uygulamanin {icretli iiyeliklerini
satin almaya mecbur birakilmaktadir; zira bu tip iiyeliklerde kullaniciya “kendini 6ne ¢ikarma”

firsati sunulmaktadir (Cobek, 2023). Cevrimici flort endiistrisinin tim kari, kullanici
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verilerinin iiglincli partilere satilmasinin yaninda 6zellikle heteroseksiiel erkeklerin ticretli

tiyelik satin almalarindan elde edilmektedir (Bergstrom, 2022).

Algoritmalarin belirleyici giicilinii ortaya koyan bu ¢alismalar, “algoritmalarin diktatorliigii"ne
(Vuzharov, 2019, s. 83) vurgu yapmaktadir. Ancak bu, failligin yok oldugu anlamina gelmez,
gelmemelidir; zira iktidar oldugu siirece direnis de vardir. Ornegin, erkek arayan erkeklere
yonelik Blued isimli flort uygulamasini inceleyen Wang (2018), kullanicilarin algoritmalarla
bizzat oynayarak algoritmik cercevenin sinirlarini nasil ihlal ettiklerini ve algoritmalarin
kendilerini kullanicilarin kurdugu yeni oyunun kurallarina nasil uyarlamak durumunda
kaldiklarim1 ortaya koymaktadir. Twitter'in trending algoritmalarimi inceleyen Gillespie
(2016), bu algoritmalarin neyi neye gore trend olarak belirlediklerini sorunsallagtirirken, bu
algoritmalarin ayn1 zamanda nasil karsi-politik aracglar olarak kullanildiklarina dikkat
cekmektedir. Ozellikle kadinlar, etiketlemeden (hashtag) yararlanarak toplumsal cinsiyet
esitsizligi ve eril siddeti “trending topic” yaparak bu konulara kamusal goriiniirliik
kazandirmaktadir (Bowles Eagle, 2015). Benzer bir sekilde, Tiirkiye’de kadin cinayetlerinin
cezasizligina yine Twitter’da (simdiki adiyla X’te) etiketler lizerinden dikkat cekilerek eril
siddetin algoritmalar tarafindan goriinlir kilinmasi saglanmaktadir. Son olarak Amerika,
Fransa ve Ingiltere’deki sosyal medya kullanicilarinin pratiklerini inceleyen arastirma
(Boulianne vd., 2020), yanki odalarinin agir1 sag ve popiilist sagin yiikselisinde iddia edildigi
gibi bir roliiniin olmadigini ve sosyal medya kullanmayan kisilerin kullananlara gore asir sag
ve popiilist sag1 daha cok desteklediklerini ortaya koymaktadir. Birbirinden farkli bu 6rnekler,
algoritmalarin kurdugu iktidara dikkat cekmekle birlikte bu giiclin nasil zorlandig1 ve bu

iktidara nasil karsi cikildigina dikkat cekmenin de bir o kadar elzem oldugunu gostermektedir.

Her seyin hizla yapay zeka destekli bir hale geldigi gliniimiizde “algoritmalarin diktatorligii”
sOylemi yerini “makinelerin diktatorliigii” sylemine birakmaya basladi (Maurel, 2023). Bu
araclara bir siiper gii¢ atfetmeden Once nihayetinde bunlarin salt (insanlardan bagimsiz)
teknolojik iriinler/araclar degil aymi zamanda kiiltiirel olduklarim1 unutmamak
gerekmektedir; zira algoritmadan yapay zekaya her sey insan yapimi ve insan da kiiltiirel bir
varliktir. Buna en giizel Oornek olarak yakin zamanda Twitter'in yapay zekasi Grokun
“cildirmasini” verebiliriz. Alternatif sagin destekgilerinden Elon Musk’in sahibi oldugu xAI
sirketi tarafindan gelistirilen sohbet botu Grok, gectigimiz temmuz ayinda diinyanin her
yerindeki kullanicilara verdigi irkci, ayrimer ve bol kiifiirlii cevaplarla tartisma yaratti. Bu
olaylarin ardindan xAI sirketi, yaptiklar: giincellemeyle Grok’a “anaakim medyadaki bilgilere
mesafeli yaklasmas1” ve “kanitlandig) siirece politik acidan yanlis olabilecek iddialardan
kaginmamasi” talimatini verdiklerini agiklad1 (Uren, 2025). Ayrica arastirmalar, yapay zeka
araclarinin aslinda ne kadar cinsiyet yanlhsi (gender biased) oldugunu gostermektedir (Curie

vd., 2024; Locke & Hodgdon, 2025). Bu, sasirtict degildir; zira yukarida da altini ¢izdigim gibi,
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dijital teknoloji endiistrileri erkek egemen endiistrilerdir ve bu nedenle teknolojik

irtinler/araclar, cogunlukla bu kigilerin tahayyiilleri ile sinirlidir. Peki, o zaman ne yapmali?
“Yazilim Ogrenin”in Sonu

Web’in giderek hakimiyet kurmasiyla birlikte genclere de siddetle yazilim 6grenmeleri tavsiye
ediliyordu. Bu tavsiyeler, dijital teknoloji endiistrilerinin “beyaz erkeklerin diinyasi” haline
gelmesi ve toplumsal cinsiyet ile 1rk esitsizliklerinin derinlesmesiyle sonuclandi. Giiney
Afrika’da dogmus, alternatif sagin popiiler destekcilerinden, beyaz heteroseksiiel kapitalist
Elon Musk’in 2022’de Twitter’1 satin alarak platformu getirdigi hal ve Grok'un “cildirmasi”,

her seyin “yazilim 6grenin”e indirgenemeyecegini gosteren ¢arpici bir 6rnek.

Yazilim 6grenmeye tesvik edilen gengler, (ekonomi ve psikoloji disinda) sosyal bilimlere olan
ilgilerini giderek kaybetmekte ve bu yiizden iiniversiteler, artik “para getirmedikleri” i¢in basta
antropoloji, arkeoloji, toplumsal cinsiyet caligmalari, kiiltiirel calismalar gibi bolim ve
lisans/lisansiistii programlar1 tek tek kapatmaktadir.2 Yukarida verdigim tiim oOrneklerse
aslinda aksini gostermektedir: Teknolojinin hizla gelistigi bir diinyada sosyal bilimlere,

ozellikle de feminist teorilere daha fazla ihtiyac¢ vardir.

Wajcman (2004), teknoloji ve feminizmi Kkesistirerek “teknofeminizm” kavramim
gelistirmistir. Teknofeminist teori; yukarida verilen 6rneklerde oldugu gibi, teknolojinin nasil
kiiltiirel cinsiyet kodlar1 ve normlar: tarafindan sekillendigine ama aynm zamanda teknolojinin
de bunlar1 nasil etkiledigine odaklanmakta ve teknolojinin erkek egemen diinyasim desifre
ederek bu diinyanin kadinlari nasil marjinallestirdiginin de altim ¢izmektedir (bkz. Bergstrom,
2022; Williams, 2024). Teknofeminist yaklasimlar kadinlar1 “maruz kalan” olarak ele almaz;
kadinlarin teknolojiyi nasil karsi-politik arac olarak kullandiklarina da bakarak teknolojinin
potansiyellerini de ele alir. Kadinlarin platformlardaki etiket Ozelligini ve ifsa yontemini
kullanarak toplumsal cinsiyet esitsizligini ve eril siddeti goriiniir kildiklar: feminist pratiklere
dikkat ceken calismalar (Bowles Eagle, 2015; Rentschler, 2014; Shaw, 2016) bunlara ornektir.
Bu potansiyelleri arastirmak ve bireyin failligini vurgulamak Onemlidir; zira
“algoritmalarin/makinelerin diktatorligii” gibi soylemler kadin-erkek, kiiltiir-doga gibi
hiyerarsi kuran ikiliklere teknoloji-kiiltiir ikiligini de eklemektedir. Bu sdylemlerin devamh
olarak desilmesi, (tekno)feminist oyunbozanhgin bir parcasi olmahdir. Ayrica teknofeminist
yaklasimlar, ekofeminist teorilerden de beslenmelidir ciinkii yapay zeka gibi teknolojiler
muazzam boyutlarda elektrik ve su harcayarak iklim krizini derinlestirmekte ve
hizlandirmaktadir (Ren & Weirman, 2024). Bu baglamda, teknolojilerin cevre etkileri ve

etkilerin cografyalara nasil esitsiz dagildigimi ortaya koymak da 6nemlidir.

Son olarak, teknoloji diinyasinda daha fazla kadin istihdam edilerek bu erkek egemenlik

yikilmaz. Okullarda ve iiniversitelerde hizla gelisen teknolojilere ayak uydurmak icin
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miifredatlar giincelleniyorsa, bu miifredatlara sosyal ve feminist teorilerin temel dersler olarak
eklenmesi elzemdir. Diger bir deyisle, genclerin yazilimdan 6nce bu teorileri 6grenmesi ve
icsellestirmesi gerekmektedir. Marx'in “Mesele, diinyayr anlamak degil, degistirmektir” lafin1
giiniimiize uyarlayarak bitireyim: Diinyay1 degistirecek olan yazilim degil, teoridir — ama

feminist olanindan.
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t Alternatif sag; geleneksel muhafazakarlhiga ve sag ideolojiye radikal bir “alternatif” sunan asir1 sagci, kiiresellesme
karsit1 bir ideolojidir. Beyaz, heterosekstiel erkeklerden olusan ve 6zellikle dijital ortamlarda bir araya gelerek nevi
sahsina miinhasir bir kiiltiir olusturan alt-right gruplar; beyaz erkek kimliginin ¢ok kiiltiircii, liberal elitler ile
“siyasal dogrucular” tarafindan tehdit edildigine inanirlar (Boren, 2020).

2 Tabii bagka bir mesele daha var ki bu konuya burada girmeyecegim: Giderek yapay zeka odakli toplumlara
doniisiirken, neoliberalizmle birlikte “aragtirma enstitiilerine” indirgenmis iiniversitelerin de varlig1 ya da nasil bir
yapiya doniismesi gerektigi de ayrica tartisilmalhidir.
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