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Son yillarda dijital teknoloji, toplumsal cinsiyet esitligini tesvik etme veya baltalama
potansiyeli agisindan tartisilmaktadir. Bu makalede, cinsiyet esitligini giiclendirme
ile esitsizlikleri artirma tehdidi arasindaki bu gerilim alani ele alinmaktadir. Ayrica
bu yazi, dijital hiimanizmi kesisimsel toplumsal cinsiyet arastirmalari
perspektifinden incelemektedir. ilk olarak toplumsal cinsiyet ve hiimanizm
arasindaki tarihsel iligki tartigilmakta, sonra toplumsal cinsiyet arastirmalar1 ve
feminist teoriye ait kavramlar ve terminoloji ayrintili olarak aciklanmaktadir.
Ardindan, toplumsal cinsiyet ve teknolojinin etkilesimi 6rneklerle gosterilmektedir.
Son olarak, ¢ikarilan dersler boliimiinde daha kapsayici ve adil bir dijital doniisiim
icin 6nemli olabilecek 6neriler ve eylem cagrilar1 sunulmaktadar.

1. Giris?

Bat1 feminizmi, kadinlarin 6zgiirlesme hareketleri ve glinlimiizde toplumsal cinsiyet esitligi
izerine yapilan tartigmalar, hiimanizm kavramiyla inkar edilemez bicimde baglantilidir. Her
ne kadar kadinin toplumdaki rolii donemin kimi diisliniirleri arasinda tartismali olsa da
Aydinlanma’nin 6zgiirliik ve ilerleme anlatis1 kadin haklarimin gelisiminde bir miittefik islevi
gormiistiir (Ramazanoglu & Holland, 2002; Lettow, 2017). Bununla birlikte, kadinlarin insan
kavramina ve insan haklar: tartismalarina dahil edilmesi i¢in tarih boyunca siirekli miicadele
edilmesi gerekmistir. Bunun en belirgin orneklerinden biri, 1791°’de Fransa’da Olympe de
Gouges tarafindan kaleme alinan “Kadin ve [Kadin] Yurttas Haklar1 Bildirgesi”dir. Bu
manifestoda, diger ilerici taleplerin yan1 sira, kadinlarin erkeklerle esit ve ayn1 haklara layik
olduklar ifade edilmistir. De Gouges, kadinlara yurttashk statiistinde esitlik talep etmisti; oysa
Fransiz Devrimi'nin iinlii belgesi olan 1789 tarihli “Insan ve [Erkek] Yurttas Haklari
Bildirgesi”ndes (Cokely, 2018; Gouges & Fraisse, 2021) bu talep yoktu. Akademisyenler,
bildirgedeki “erkek” [man] teriminin ashinda Bati toplumunun Hiristiyan beyaz erkegini
kastettigini, dolayisiyla bildirgenin evrensel karakteriyle c¢elisen oldukca dar kapsaml bir

kavram oldugunu vurgulamaktadir (Taylor, 1999).
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Dolayisiyla, birinci dalga feminizm igin kritik olan, evrensel insan haklar tartismalarinda
kullanilan “insan” [human] ve “erkek” [man] terimlerinin aslinda kimleri kapsadigini
sorgulamakti. Birinci dalga feministler bu nedenle, bu terminolojiyi kadinlar4 da kapsayacak
sekilde genisletmeye calistilar. Simone de Beauvoir, Ikinci Cins adli eserinde (ilk baski 1949),
erkek, kadin ve insan kavramlarinin iligkisini sorgulamis ve daha sonra bu eser ikinci dalga
feminizmin temel taglarindan biri olmustur. De Beauvoir’a gore oncelikle insan olarak kabul
edilmek kadinlar icin dzgiirlestiriciydi. iki ciltlik kitabin bashig1 eserin temel iddiasini vurgular:
Kadinlar, erkegin “Otekisi” olarak tanimlamir ve o sekilde somutlastirihr. Eserin en cok
alintilanan ciimlelerinden biri sudur: “Kadin dogulmaz, kadin olunur.” (de Beauvoir, 2010, s.
283). Kadin kategorisinin sosyokiiltiirel baglamda insa edildigini iddia eden bu yaklagim,
toplumsal degisimi miimkiin kilar. Dahasi, ortak tahakkiim deneyiminden kaynaklanan
kadinlar aras1 dayanisma fikrini tesis eder ve nihayetinde feminizmin bir tiir himanizm oldugu
iddiasin1 giiclendirir (Johnson, 1993). Donna Haraway, biitiin cesitliligine ragmen, tim
modern Batili feminizm kavramlarinin de Beauvoir'in bu ciimlesine dayandigini vurgulamigtir

(Haraway, 1991).

Bununla birlikte, toplumsal cinsiyet diizeni, feminizm ve hiimanizm arasindaki iligki hicbir
zaman diiz bir cizgide ilerlememistir. Nasil ki tarihsel acidan tiim insanlar ifade etmek icin
“erkek” teriminin kullanilmasi problemliyse, ayni sekilde “kadin” teriminin de tiim kadinlar
birlestirecek bir terim ya da siyasi hareketin temeli olarak goriilmesi de sorunludur. 1851 gibi
erken bir tarihte Sojourner Truth, Ohio’daki Kadin Haklar1 Kongresi'nde yaptig1 “Ben de Kadin
Degil miyim?” baglikli etkileyici konugsmasinda, Afrika kokenli Amerikali kadin ve erkeklerin
Amerikan I¢ Savag Donemi ve sonrasindaki temel haklar tartismalarinin disinda birakilmasin
elestirmistir. Ayrica, bu konusma kadinlarin sorunlar ile kolelik karsiti miicadeleyi ve ozellikle
siyah kadinlarin haklarini bir araya getirmesi agisindan tarihsel bir doniim noktasidir (Truth,
1851). Bu durum, yalmizca kadin haklarina ya da irksal adalete odaklanan toplumsal-sosyal

adalet hareketlerini sorgulamaya actu.

Uciincii (ve dordiincii) dalga feminizme gelindiginde, evrensel insan veya evrensel kadin
kavrami, siyasal aktivistler, sanatgilar ve akademisyenler tarafindan sert bicimde
elestirilmigtir. Farkl arka planlara sahip insanlar, siyah veya yerli kadinlar ile beyaz olmayan
irklardan kadinlar, kimin kimlik ve deneyimlerinin politik miicadelelere ve akademik bilgi
iiretimine dahil edildigini ya da edilmedigini giindeme getirmislerdir (hooks, 1981; Hill
Collins, 1990; Combahee River Collective, 2001; Green, 2007). Ayrica, toplumsal cinsiyetle
baglantili olarak simif (Acker, 2006) veya engellilik (McRuer, 2006; Jenks, 2019) gibi
kategorilerin de dikkate alinmamasi elestirilmistir. Bunun yaninda, toplumsal cinsiyetin ikili
ve heteronormatif kavramsallagtirllmasina da itiraz edilmistir (Stryker & Blackston, 2022;

Muioz, 1999).
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Bu karmagik tarih ve Aydinlanma’nin 6zgiirlesme hareketleri agisindan tasidigi celigkili miras,
giiniimiizde dijital hiimanizmden so6z ederken akilda tutulmasi gereken unsurlardir. Bir
sonraki boliimde, hiimanizm ile feminizm arasindaki gerilim ele alinarak feminist teori ve
toplumsal  cinsiyet  arastirmalarinin  dijital  hiimanizm  tartismalarim1  nasil
zenginlestirebilecegini inceleyecegiz. Ayrica, insan kavraminin kimleri kapsadig: sorusu dijital
doniisiim tartismalar1 ac¢isindan son derece giincel bir konudur ve dijital teknolojilerin

gelisimi, kullanim ve etkileri {izerinde somut bir etkisi vardir.

2. Kesisimsel Toplumsal Cinsiyet Arastirmalari, Feminist Teori ve Dijital
Teknoloji

2.1. Kesisimsel Toplumsal Cinsiyet Arastirmalar:

Toplumsal cinsiyet caligmalari, sosyal bilimler ve beseri bilimlerde farklh koklere sahip,
disiplinler arasi ve genis bir arastirma alanidir. Toplumsal cinsiyet calismalarinin ortak zemini,
toplumsal bir kategori olarak cinsiyetin nasil insa edildigini ve bunun sosyal, kiiltiirel ve siyasi
baglamlarla etkilesim halinde nasil ortaya ¢iktigimi analitik olarak incelemektir. Giiciin
toplumsal cinsiyet, 1rk, cinsellik, simf, yurttaglik, yas ve yeti iizerinden nasil dagitildigy,
somutlastigl ve yonlendirildigi sorusu burada merkezi bir oneme sahiptir. Birden fazla aidiyet
bi¢imini ele almak ve bunlarin nasil farkl bask: bicimlerine yol acabilecegini anlamak icin
“kesisimsellik” kavrami ortaya atilmistir. Kesisimsellik, siyah veya yerli olan ve beyaz olmayan
(feminist) akademi, aktivizm, edebiyat ve sanattan beslenmistir (Lorde, 2001; hooks, 1981; Hill
Collins, 1990; Snyder, 2014). Kesisimsellik, evrensel insan (ve kadin) kavramimi sorgular;
kimlerin gercekten kapsandigimi sorgular ve ayrica toplumsal kategorilestirmelerin sinirlarim
ve olumsuz yanlarim inceler. Ozellikle Amerikali hukukcu ve sivil haklar aktivisti Kimberlé
Crenshaw, mevcut ayrimcilik kargiti yasalarin siyah kadinlar icin ise yaramadiginm, ¢iinkii
yasalarin ¢oklu ayrimcilik nedenlerini tanimadigimi gostermistir. Crenshaw, toplumsal cinsiyet
ve wrk gibi toplumsal kategorilerin birbirinden bagimsiz olmadigini, aksine bir kisinin
toplumsal konumunu belirlemede birbirine bagh oldugunu aciklamak icin trafik kavsag

benzetmesini kullanmistir (Crenshaw, 1989).

Boliim 2.3’te toplumsal cinsiyet ile dijital teknolojinin nasil etkilestigine ve yapisal esitsizlikler
ile dijital doniisiim arasindaki iligkiyi anlamak acisindan kesisimsel bir bakis a¢isinin ne kadar

faydali olduguna geri donecegiz.
2.2. Feminist Teori ve Epistemolojiler

Toplumsal cinsiyet calismalari, feminist ve elestirel teorinin heterojen damarlarindan beslenir.
Ozellikle feminist ve elestirel irk calismalari, bilim tarihini analiz ederek, marjinallestirilmis
insanlar1 ve perspektifleri disarida birakma egilimini ortaya koymustur. Bu alanlar, bilimsel

bilginin ve kesisimsel toplumsal cinsiyet iligkilerinin dinamiklerinin nasil i¢ ice gectigini
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gosterir ve oteki olarak tanimlanan bireylerin nasil zarar gorebilecegine dair 6rnekler sunar

(Schiebinger, 1989; Gowder, 2015; Zuberi & Silva, 2008).

Marjinallestirilmis perspektifler ve insanlar, bilimsel arastirmadan dislanma, epistemik
otoritenin reddedilmesi, zararli kuramlarin iiretilmesi, marjinallestirilmis grubun
stereotiplestirilmesi ya da grubu etkileyen yapisal esitsizliklerin goz ardi edilmesi anlamina
gelebilir (bkz. Anderson, 2020). Nihayetinde bu, bilginin ve insan yapimi bilgi nesnelerinin

tarafli bicimde iiretilmesine yol acabilir ve bilimsel ve teknolojik yeniligi engelleyebilir.

Feminist epistemolojiler, kesisimsel toplumsal cinsiyet kavrayislarimin bilgi edinme
yollarimizda nasil bir rol oynadigin1 analiz etmemize olanak tanir. Feminist teoriye gore,
bilginin nasil ve hangi araclarla iiretildigi ve neyin “bilgi” olarak kabul edildigi her zaman belirli
bir duruma ve baglama baglidirs. Bu nedenle, baglamsal bilgiler® feminist epistemolojilerin
merkezinde yer alan bir kavramdir; bilginin nereden ve kim tarafindan iiretildigini
sorgulamaya imkan tanir ve tiim bilginin kismi oldugunu, bilgi bicimlerinin ise ¢ok cesitli
oldugunu kabul etmeyi miimkiin kilar (Haraway, 1988). Burada iki 6nemli nokta 6ne cikar:
flki, kismi bakis acisi, evrensel bilgi iddialarmi sorgular ve bunun yerine Haraway’in
“konumlanmis rasyonalite olarak nesnellik” dedigi yaklasimi sunar (a.g.e., s. 590). Feminist
bakis agis1 teorisi’, “gliclii nesnellik” kavramimi gelistirmistir (Harding, 1986, 1992). Sandra
Harding, bilimsel bilgi iiretiminin iddia edilen tarafsizligini sorgular ve bunun yerine
aragtirmacinin kendi bakis acisina dair bir farkindalik gelistirmesini Onerir. Bu, olasi
toplumsal onyargilarin ele alinmasina ve giderilmesine yardimer olur. Ikincisi, tam da bu
konumlanmiglik, bilimsel ve teknolojik iiriin ve bilgi iiretimini en basta hesap verilebilir kilan
seydir. Dijital hiimanizm tartismalarinda, teknolojinin hesap verebilirligine yonelik ¢cagrilar
yeni bir oncelik kazanmistir. Hesap verebilirligi hayata gecirmek, bilisim teknolojisi (BT) ve
yapay zeka (YZ) arastirma ve gelistirme alanlarinda etik, hukuki ve toplumsal yonler ve etkiler

acgisindan vazgecilmezdir (Larsson ve digerleri, 2019).
2.3. Toplumsal Cinsiyet ve Teknolojinin Etkilesimi

Bugiin dijital teknoloji hayatin tiim alanlarim etkilemektedir ve bu nedenle bunun toplumsal
esitlik acisindan ne anlama geldigine yakindan bakmamiz gerekir. Kesisimsel toplumsal
cinsiyet diizeni ile teknoloji arasindaki iligki karmagik ve ¢ok yonliidiir. Konuya yaklasmanin
tic temel perspektifini belirleyebiliriz: birincisi, teknoloji arastirmasi, gelistirilmesi ve
dagitimina esitsiz katilim; ikincisi, teknolojinin toplumsal cinsiyetin nasil sekillendigi,
yasandig1 ve deneyimlendigi iizerindeki etkisi ve ticiinciisii, teknolojinin kendisinin toplumsal
cinsiyetli, irksallagtirilmis, simifsallagtirilmig vb. olmasi. Bu yaklagimlar birbirinden bagimsiz

degildir, orneklerde goriilecegi gibi etkilesim halindedirler.
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Teknolojik alana esitsiz katihm, toplumsal cinsiyet ve teknoloji birlikte anildiginda akla gelen
ilk konudur. Bati iilkeleri ve Kiiresel Kuzey icin, bilisim teknolojileri arastirma ve
gelistirmesinde toplumsal cinsiyet ve BIPOCS esitsizligi kalic1 bir sorundur (Kapor Center ve
ASU CGEST, 2018; Charleston vd., 2014; Stoet & Geary, 2018). Ayrica dijital teknolojiye erisim
de hem kiiresel hem yerel 6l¢ekte sosyal esitsizlikleri yansitarak ve artirarak adil olmayan bir

sekilde dagitilmistir (Goedhart vd., 2019; Choi vd., 2022).

Bilim ve teknoloji calismalarinin (STS) toplum ve teknolojinin birlikte ingasina dair anlayisim
(Bijker ve digerleri, 1987) benimseyen feminist arastirmacilar, bunun toplumsal cinsiyet
diizeni acisindan ne anlama geldigini analiz etmislerdir (Wajcman, 2000). Esitsiz katilimla
ilgili 6nemli bir calisma alani, marjinallestirilmis insanlari, yaklasimlar1 ve deneyimleri
goriiniir kilmaktir. Ornegin, bilisim alaninda siyah kadin bilim insanlarmin rolii ancak son
zamanlarda, ozellikle Hidden Figures kitab1 (ve filmi) ile goriiniir hale gelmistir (Lee Shatterly,
2016)9. Ayrica, dijital doniisiimii miimkiin kilan donanimin, ¢cogunlukla beyaz irktan olmayan
(kadinlar) tarafindan ve genellikle de sorunlu ¢alisma kosullar1 altinda iiretilmesi, teknoloji

kullanicilarindan gizlenmistir (Nakamura, 2014).

Ikinci olarak, kullanimda olan dijital iiriinler ve hizmetler insanlarin esenligini giiclii bir
sekilde etkiler. Bir ornek, toplumsal cinsiyet, siyaset, saghk hizmetleri ve veri ekonomisi
arasindaki tartismali bir alani olusturan adet dongiisii takip uygulamalaridir. Dikkat ¢ekicidir
ki, erken saghk izleme teknolojilerinde menstriiasyon takibi yer almamigtir.® Bugiin,
menstriiel saglik arastirmalarini tesvik edebilecek, giiclenmeyi saglayabilecek ve bireylerin
saglik durumlan iizerindeki s6z haklarini destekleyebilecek hem entegre ¢oziimler hem de
bagimsiz uygulamalar bulunmaktadir. Ote yandan, kendi kendini takip etme, det deneyimini
izlenmesi ve kontrol edilmesi gereken bir siire¢ olarak sekillendirir ve normlastirilmis kaliplara
uymasi gerektigini ima eder (Hohmann-Marriott, 2021). Ayrica popiiler uygulamalar, siradan
kullanicilarin miidahale etme ve verileri kontrol etme olasiliginin olmadig), gizlilik, seffaflik
eksikligi yaratan is modelleri iizerine insa edilmistir: “Belirgin islevlerini yerine getirmek icin,
adet uygulamalar1 son derece kisisel verilerin biiyiik miktarini toplar. Bu veriler bir kirillganlik
yaratir; 6rnegin veriler, norm dis1 menstriiasyon goren kisileri (6rnegin trans bireyleri veya
saghik sorunlar1 olanlar1)) acgiga c¢ikarabilir veya bilgiler, siipheli gebelik veya gebelik
sonlandirmasini kayit altina almak icin kullanilabilir” (a.g.e.). Siyasal baglama bagh olarak, bu
tlir hassas saglik verilerinin ¢ikarilmasi ve somiiriilmesi gercekten tehlikeli olabilir ve kisilerin
toplumsal cinsiyetleri, cinsel kimlikleri, yonelimleri ve secimleri temelinde yasamlarimi
derinden etkileyebilir.®* Dolayisiyla, sosyopolitik baglam, esitsiz giic iligkilerini ve ayrimecilik
ve Ozerklik gibi degerleri dikkate alan saghik uygulamasi gelistirmelerine yonelik cagrilar

onemlidir, ayn1 zamanda politika diizenlemeleri de son derece elzemdir (Fox & Epstein, 2020).
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Ortaya konan sorunlar verilen orneklerin 6tesine gecmektedir. Shoshana Zuboff, veri odakh
dijital teknoloji, biiyiik sirketler, baskin is modelleri ve diizenleyici giictin eksikligi arasindaki

etkilesimin “gozetim kapitalizmi ¢agi”na yol agtigini 6ne stirmiistiir (Zuboff, 2018).

Uciincii olarak, daha énce de ifade ettigimiz gibi, teknolojinin tarafsizhgim sorgulamak bilim
ve teknoloji calismalarinin merkezindedir. Feminist ve postkolonyal bilim ve teknoloji
calismalar1 aragtirmacilari, cinsiyet, irk, yas ve smifin teknoloji tasarimindaki roliinii analiz
etmis ve hizmetlerin ve iiriinlerin esitsizlikleri tesvik edebilecegini (ancak bu esitliksizlikleri
hafifletebilecegini de) ortaya koymustur (Harding, 2011). 1990’larda ev ici teknoloji
(mikrodalga firin, elektrikli siipiirge veya camasir makineleri gibi) lizerine yapilan ¢alismalar,
bu cihazlarin toplumsal cinsiyet rollerinden etkilendigini ve ev ici ile liretimdeki toplumsal
cinsiyet temelli isboliimiinii pekistirdigini ortaya koymustur (Cockburn & Ormrod, 1993;
Cockburn & Fiirst-Dili¢, 1994). Bugiin, akilli ev teknolojisi tasariminin, aile ici istismar ve
partner siddeti baglaminda kotiiye kullanimi 6ngérmesi ve buna karsi koymasi gerekmektedir

(Leitao, 2019).

Son yillarda, 6zellikle makine 6grenmesi teknolojisi, yapay zekanin bir alt alani olarak, bilgi
teknolojileri ve yapay zeka tasariminin etik yonlerine daha genis bir dikkat ¢ekmigtir. Bu veri
odakli sistemler toplumsal onyargilar1 yansitabilir ve is sektorii, saglik ve sosyal hizmetler ile
adalet sistemi gibi alanlarda toplumsal esitsizliklerin artmasina yol agabilir (Eubanks, 2017;
Wachter-Boettcher, 2017). Dolayisiyla mevcut yapay zeka sistemleri, toplum ve teknolojinin
ne kadar ic ice gectigini canli bir sekilde gostermektedir. Son yillarda teknik ve sosyal
disiplinlerden arastirmacilar, yapay zekanin adalet ve toplumsal adalet sorularini ele almak
icin giderek daha fazla caba gostermektedirler (Binns, 2018; Mehrabi vd., 2021; Draude vd.,
2022). Teknolojinin toplumsal cinsiyetli, irksallagtirilmis, simifsallagtirilmis etkilerine yol acan
toplumsal onyargilar, birden c¢ok nedene baglanmistir: egitim verilerinin niteligine,
algoritmalarin ve modellemenin kisitlamalarina ve kullanim baglamindan kaynaklanan

onyargilara (Friedman & Nissenbaum, 1996; Draude vd., 2020).12

Basitlestirilmis terimlerle, makine 6grenmesi teknolojisi mevcut veri kiimelerini kullanarak
istatistiksel modelleri egiterek otomatik olarak algoritmalar iiretir. Daha fazla veri mevcut hale
geldikce, davramislarimi uyarlayabilirler. Makine 6grenmesi sistemleri, biiyiik 6lcekte veriyi
analiz etmek ve gelecekteki sonuglari tahmin etmek i¢in kullanilmaktadir. Bu ayn1 zamanda,
bu sistemlerin egitildikleri ge¢mis veri kiimelerinden oOnyargilar1 da miras alabilecekleri

anlamina gelir.'s

Cok dikkat ceken bir calismada, Bolukbasi ve digerleri, kelime gomme+ yontemlerinin
toplumsal cinsiyet stereotiplerini nasil pekistirebilecegini gostermistir.’s Ayrica yazarlar,

kelime anlamlarina ve cagrisimlarina sadik kalirken toplumsal cinsiyet stereotiplerini
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kaldirmaya y6nelik bir metodoloji de sunmuslardir (Bolukbasi vd., 2016). Eger algoritmalar,
cogunlukla toplumsal cinsiyet stereotiplerini iceren ve kadin ile hemsire, erkek ile doktor gibi
terimler arasindaki yakinliklar1 barindiran veri setleriyle egitilirse, yazilim bu atiflar1 6grenir
ve gelecekte yeniden iiretir. Calisma icin, yazarlar Google tarafindan egitilmis bir yapay sinir
agin1 analiz etmistir; bu ag, veritabani olarak 3 milyondan fazla Google News makalesi
kullanmigtir. Amag, matematiksel olarak temsil edilebilecek (vektor uzayinda vektorler olarak)
dil kaliplar tiiretmekti. Kadin zamirleriyle iligkilendirilen baz1 atiflar sunlardi: “ev hanim,
hemsire, resepsiyonist, kiitliphaneci, sosyetik, kuafor, dadi, idari asistan, stilist, temizlikg¢i.”
Erkek zamirleriyle iliskilendirilenler ise sunlar: “orkestra sefi, kaptan, miitehassis, filozof,
komutan, mimar, finansci, savasci, yayinci, sihirbaz” (a.g.e., s. 4357). Bunu takiben, Bolukbasi
ve digerleri farkh terimler arasinda otomatik olarak iiretilen benzetmeleri Amazon Mechanical
Turk ¢alisanlarina incelettirmistir. Her bir kelime gomme (word embedding) icin, ¢alisanlarin
bunun toplumsal cinsiyet stereotipi mi yoksa toplumsal cinsiyete uygun bir benzetme mi
olduguna karar vermesi gerekiyordu. Toplumsal cinsiyet stereotipik kadin-erkek benzetmeleri
arasinda “dikis dikme-marangozluk, hemsire-cerrah, sarigin-iri yapili, kek-pizza, sevimli-
parlak, softbol-beyzbol” vb. bulunurken, toplumsal cinsiyete uygun kadin-erkek benzetmeleri

arasinda “kralice-kral, kadin garson-garson, kiz kardes-erkek kardes, anne-baba” vb. vardi

(a.g.e., s. 4357).

Bu kelime gomme ornegi, yalnizca teknik gelismenin ayrimciligi nasil siirdiirebilecegini
gostermekle kalmiyor, calismanin mevcut toplumsal 6nyargilar: goriintir kildigini ve 6nyargiy1
azaltmaya yonelik yontemler sundugunu da gosteriyor. Ciinkii toplumsal cinsiyet onyargisi
matematiksel bir model olarak sunuldugunda, matematiksel yontemler bu 6nyargiy1 azaltmak
icin de kullanilabilir.»¢ Yazarlar ayrica bu tiir 6nyarg: azaltma yontemlerinin elestirilerine veya

potansiyel sakincalarina da isaret ederler:

Kelime gommelerdeki onyargiya iligkin bir bakis agisi, bunun yalmzca
toplumdaki Onyargiy1 yansittign ve bu nedenle kelime gommelerini degil
toplumu oOnyargidan arindirmaya c¢alismamiz gerektigidir. Ancak,
giinlimiizde kelime gommelere giderek daha fazla bagimh héile gelen
bilgisayar sistemlerindeki Onyargiy1 azaltarak (ya da en azindan bu 6nyargiy1
giiclendirmeyerek), kiiciik bir oOlciide Onyargis1 azaltilmis kelime
gommelerinin toplumsal cinsiyet 6nyargisim1 azaltmaya katkida bulunmasi
umulabilir. En azindan, makine 6grenimi bu onyargilar1 farkinda olmadan
giiclendirmek  icin  kullanlmamahdir;  bunun  dogal  olarak
gerceklesebilecegini gordiik. Belirli uygulamalarda, gommede (Grnegin
bilgisayar programecis1 erkek zamiriyle daha yakinsa) toplumsal cinsiyet
onyargilarinin yararh istatistikleri yakalayabilecegi ve bu 6zel durumlarda
orijinal onyargili gommelerin kullanilabilecegi ileri siiriilebilir. Ancak,
toplumsal cinsiyet stereotiplerini ve ayrimciliklar: artiran makine 6grenmesi
algoritmalarina  sahip olmanin  potansiyel riski g6z Oniinde
bulunduruldugunda, tarafsizlik lehine hareket etmemizi ve miimkiin
oldugunca burada saglanan Onyargis1 azaltilmis gommeleri kullanmamizi
tavsiye ediyoruz. (a.g.e., s. 4363).
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Yukarida 6grendigimiz gibi, toplumsal cinsiyet, toplumsal esitsizligin olasi bir faktoriidiir. Irk,
simif, engellilik, yas vb. gibi diger kategoriler toplumsal cinsiyetle kesisir. Heniiz bilgisayar
bilimi 6grencisiyken Joy Buolamwini, yiiz tanima teknolojisinin kendi yiiziinii tamimadigini
fark etmisti. O donemde teknoloji siyah kadinlar i¢in ise yaramiyordu — aksine insan 6zellikleri
olmayan beyaz bir maske ige yariyordu (Buolamwini, 2016). Bu durum, teknolojinin bir kisiyi
yalnizca ten rengine dayanarak nasil insan olmaktan cikarabilecegini gosteriyor. “Gender
Shades” [Toplumsal Cinsiyet Tonlar1] baglikh ¢alismasinda Buolamwini, Timnit Gebru ile
birlikte ticari yiiz tanima teknolojisini daha ileri diizeyde analiz etmistir. Kadinlarin, 6zellikle
koyu tenli veya Bat1 dis1 olarak siniflandirilan yiiz 6zelliklerine sahip olanlarin en sik yanlig
tanimlanan kigiler olduklarin1 bulmuslardir. Ancak koyu tenli erkekler de agik tenli kadinlara
kiyasla daha kotii tanimlanmistir (Buolamwini & Gebru, 2018). Diger calismalar, yapay zeka
sistemlerinde kullanilan gorsel verilerin kiiltiirel ve etnik stereotipleri siirdiirdiigiinii

gostermistir (Zou & Schiebinger, 2018).

Bu oOrnekler, bu boliimiin basinda belirttigimiz {i¢ perspektifin nasil i¢ ice gectigini
gostermektedir. Bilgi teknolojileri ve yapay zekanin ayrimci etkilerinin ¢cogu kez siyah kadinlar,
beyaz olmayan insanlar ve genel olarak marjinallestirilmis gruplar tarafindan yapilan
calismalar sayesinde dikkatimize sunulmus olmasi sasirtic1 degildir. Teknik alandaki esitsiz
katihm, dijital teknolojinin sorunlu etkilerinin yalnizca uygulamaya alindiktan sonra fark
edilmesi anlamina gelebilir ve dijital doniisim sonucunda teknolojinin toplumsal
cinsiyetlendirilmis, rksallastirilmig, sinifsallagtirilmis vb. gercekliklerimiz tizerindeki etkisi
giderek biiyiimektedir. Yapay zekanin yiikselisi, eger karsi koyucu onlemler alinmazsa,

esitsizligin otomatiklesip giiclenebilecegini gostermektedir.
3. Sonucg

Tarihsel arka plan 1s1g1nda, insan kategorisi iizerine diisiinmenin ve kimlerin bu kategoriye
dahil edilip kimlerin edilmedigini sorgulamanin onemli oldugunu 6grendik. Daha adil ve
esitlikgi bir (dijital) gelecek i¢in, marjinallestirilmis yaklagimlar1 merkeze alan elegtirel teori ve
yontem alanindaki zengin c¢alismalara yonelebiliriz. Bu, (Dijital) Hiimanizmi
zenginlestirmemizi saglar. Bagka yayinlarimizda, bilgi teknolojileri ve yapay zeka sistemlerinin
gelistirilmesinde marjinallestirilmis yaklagimlarin cogunlukla yalnizca belirli kullanic
gruplarn (0rnegin yashlar, bakimevlerindeki insanlar veya engelli bireyler) icin tasarim
yapildiginda hesaba katildigini ileri siirmiistiik (Dankwa & Draude, 2021). Daha kapsayici bir
dijital doniistim, her zaman kesisimsel ve ¢ok cesitli perspektifleri, insanlar1 ve baglamlar:
merkeze almak ve ayrica bilgi teknolojileri ve yapay zeka gelistirmesinde sistemik ve sosyo-

teknik yaklagimlar ilerletmek anlamina gelecektir.
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2.3. boliimdeki orneklere geri donersek, bilgi teknolojileri ve yapay zeka sistemlerindeki
onyargiya yalmzca daha fazla veri ¢ikarimi veya daha iyi matematiksel modeller araciligiyla
kars1 koymanin yeterli olamayacaginmi goriiriiz. Teknik bir bakis acisindan tiim insanlar icin
isleyen yiiz tanima teknolojisi gelistirmis olsak bile, bu teknolojinin kullanimi hala savunmasiz
gruplar ciddi bir bicimde etkileyebilir. Ozellikle, veriye asir1 bagimlilik, toplumsal esitlik
acisindan bir gerilim alani yaratmaktadir. Bir yandan, veri kiimelerinde onyarg) ya da temsil
eksikligi sorunludur. Giivenilir veriler, ayrimcilig1 goriiniir kilmak icin gereklidir (6rnegin,
pozitif ayrimeilik icin bir gerekce olarak, ama ayn1 zamanda bilgi teknolojileri ve yapay zeka
gelistirmek icin). Bir¢ok alanda veri eksikligi, kullanilamaz, erisilemez ve hatta tehlikeli hizmet
ve lriinlere yol agmaktadir (Criado-Perez, 2019). Diger yandan, artan veri toplama, sosyo-
politik baglama bagl olarak oldukca sorunlu olabilir. Goriiniirliik, savunmasiz insanlari ifsa
edebilir veya onlar1 en bastan savunmasiz hale getirebilir. Kategorilestirme, belirli insan
gruplar1 hakkindaki stereotipik varsayimlar1 katilastirma riski tasir ve elbette, simiflandirma

sistemlerinin de sorunlu tarihsel gecmisleri vardir (Bowker & Star, 1999).

Sonug olarak, daha adil bir dijital doniisiim icin atilmasi gereken adimlar: séyle 6zetleyebiliriz:
Ik adim, giic, esitsizlik ve cesitli toplumsal gruplarin ve baglamlarin imkanlarmin dijital
gelisimin tiim asamalarinda ve sonraki kullaniminda 6nemli oldugunun farkina varmaktir.
Ayrica, yaygin dijital teknolojinin beraberinde getirdigi toplumsal zorluklarla yalnizca
disiplinler arasi alisveris yoluyla basa cikilabilir. Ozellikle de ayrimcihk konularinda uzmanhg:
olan alanlarda calismalar yiiriitiilmelidir. Tkinci adim, toplumsal fayda icin aktif olarak tasarim
yapma kararini vermektir. Bilgi teknolojileri sayesinde ¢ok uzun siiredir demokratik degerleri,
katilim1 ve ozerkligi tesvik eden katilimer tasarim (Bodker vd., 2021), deger merkezli tasarim
(Friedman & Hendry, 2019) ve sosyo-teknik tasarim (Mumford, 2006) gibi yaklasimlar
mevcuttur. Ancak toplumsal adaletin 6nce énemli bir deger olarak taninmasi, aktif olarak
uygulanmas: ve ilgili uzmanhgin dikkate alinmasi gerekir. Toplumsal adaletin temel bir deger
olarak igsellestirildigi tasarim cerceveleri arasinda halihazirda baski karsit1 tasarim (Smyth &
Dimond, 2014) ve adalet odakl tasarim (Costanza-Chock, 2020) bulunmaktadir. Ayrica, yapay
zeka teknolojisi (otomatik karar verme, Oneriler gelistirme, filtreleme, icerik iiretimi) insan-
bilgisayar etkilesimi ve bilgi sistemleri tasarimi gibi alanlara yeni zorluklar getirmektedir.
Uciincii adim, diizenleyici uygulamalar ve politika gelistirmeyi ilgilendirir. Bunlar hem birinci
ve ikinci adimlarin miimkiin kilinmasinda hem de sosyo-teknik acidan siirdiiriilebilir

olmasinda belirleyicidir (Palmiotto, 2023; Avrupa Komisyonu, 2021).
Ogrenciler ve Ogretmenler icin Tartisma Sorular:

Asagidaki unsurlar1 kendi arastirma, calisma ya da 6grenim alaninizdaki dijital doniistimle

iligkilendirin.
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1. Kimlik ve kesisimsellik
Insandan sz ettiginizde kimler dikkate aliniyor, kimler alinmiyor?
Kesisimsel bir yaklasim bakis aginizi nasil genisletebilir?
2. Bilgi liretimi ve yontem

Marjinallestirilmis yaklasimlar1 tanimlayabilir misiniz? Insanlarin, calisma alanlarinin ve

insan olmayan aktorlerin goriiniirliigiinii ya da goriinmezligini diisiiniin.

Sizce aragtirma yontemlerinizin, yaklasimlarimzin ya da araglarinizin daha kapsayici hale

gelmesi gerekiyor mu?
3. Giig ve hiyerarsiler

Alanimzdaki giic dinamikleri nasil somutlasiyor? Ornegin, teknolojiyi gelistirenler ile siradan
kullanicilar, uzmanlar ile uzman olmayanlar arasindaki hiyerarsiler veya toplumdaki yapisal

esitsizlikleri diisiinebilirsiniz.

Ayrica, sonug boliimiinde 6zetlenen adimlardan hangisi (farkindalik yaratma, toplumsal fayda
icin tasarim karari, politika gelistirme) sizin alaninizda en ¢ok gerekli? Yanmitlarinizi 6rneklerle

aciklayn.
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