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Son yıllarda dijital teknoloji, toplumsal cinsiyet eşitliğini teşvik etme veya baltalama 
potansiyeli açısından tartışılmaktadır. Bu makalede, cinsiyet eşitliğini güçlendirme 
ile eşitsizlikleri artırma tehdidi arasındaki bu gerilim alanı ele alınmaktadır. Ayrıca 
bu yazı, dijital hümanizmi kesişimsel toplumsal cinsiyet araştırmaları 
perspektifinden incelemektedir. İlk olarak toplumsal cinsiyet ve hümanizm 
arasındaki tarihsel ilişki tartışılmakta, sonra toplumsal cinsiyet araştırmaları ve 
feminist teoriye ait kavramlar ve terminoloji ayrıntılı olarak açıklanmaktadır. 
Ardından, toplumsal cinsiyet ve teknolojinin etkileşimi örneklerle gösterilmektedir. 
Son olarak, çıkarılan dersler bölümünde daha kapsayıcı ve adil bir dijital dönüşüm 
için önemli olabilecek öneriler ve eylem çağrıları sunulmaktadır. 

 

 

1. Giriş2 

Batı feminizmi, kadınların özgürleşme hareketleri ve günümüzde toplumsal cinsiyet eşitliği 

üzerine yapılan tartışmalar, hümanizm kavramıyla inkâr edilemez biçimde bağlantılıdır. Her 

ne kadar kadının toplumdaki rolü dönemin kimi düşünürleri arasında tartışmalı olsa da 

Aydınlanma’nın özgürlük ve ilerleme anlatısı kadın haklarının gelişiminde bir müttefik işlevi 

görmüştür (Ramazanoğlu & Holland, 2002; Lettow, 2017). Bununla birlikte, kadınların insan 

kavramına ve insan hakları tartışmalarına dahil edilmesi için tarih boyunca sürekli mücadele 

edilmesi gerekmiştir. Bunun en belirgin örneklerinden biri, 1791’de Fransa’da Olympe de 

Gouges tarafından kaleme alınan “Kadın ve [Kadın] Yurttaş Hakları Bildirgesi”dir. Bu 

manifestoda, diğer ilerici taleplerin yanı sıra, kadınların erkeklerle eşit ve aynı haklara layık 

oldukları ifade edilmiştir. De Gouges, kadınlara yurttaşlık statüsünde eşitlik talep etmişti; oysa 

Fransız Devrimi’nin ünlü belgesi olan 1789 tarihli “İnsan ve [Erkek] Yurttaş Hakları 

Bildirgesi”nde3 (Cokely, 2018; Gouges & Fraisse, 2021) bu talep yoktu. Akademisyenler, 

bildirgedeki “erkek” [man] teriminin aslında Batı toplumunun Hıristiyan beyaz erkeğini 

kastettiğini, dolayısıyla bildirgenin evrensel karakteriyle çelişen oldukça dar kapsamlı bir 

kavram olduğunu vurgulamaktadır (Taylor, 1999). 
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Dolayısıyla, birinci dalga feminizm için kritik olan, evrensel insan hakları tartışmalarında 

kullanılan “insan” [human] ve “erkek” [man] terimlerinin aslında kimleri kapsadığını 

sorgulamaktı. Birinci dalga feministler bu nedenle, bu terminolojiyi kadınları4 da kapsayacak 

şekilde genişletmeye çalıştılar. Simone de Beauvoir, İkinci Cins adlı eserinde (ilk baskı 1949), 

erkek, kadın ve insan kavramlarının ilişkisini sorgulamış ve daha sonra bu eser ikinci dalga 

feminizmin temel taşlarından biri olmuştur.  De Beauvoir’a göre öncelikle insan olarak kabul 

edilmek kadınlar için özgürleştiriciydi. İki ciltlik kitabın başlığı eserin temel iddiasını vurgular: 

Kadınlar, erkeğin “ötekisi” olarak tanımlanır ve o şekilde somutlaştırılır. Eserin en çok 

alıntılanan cümlelerinden biri şudur: “Kadın doğulmaz, kadın olunur.” (de Beauvoir, 2010, s. 

283). Kadın kategorisinin sosyokültürel bağlamda inşa edildiğini iddia eden bu yaklaşım, 

toplumsal değişimi mümkün kılar. Dahası, ortak tahakküm deneyiminden kaynaklanan 

kadınlar arası dayanışma fikrini tesis eder ve nihayetinde feminizmin bir tür hümanizm olduğu 

iddiasını güçlendirir (Johnson, 1993). Donna Haraway, bütün çeşitliliğine rağmen, tüm 

modern Batılı feminizm kavramlarının de Beauvoir’ın bu cümlesine dayandığını vurgulamıştır 

(Haraway, 1991). 

Bununla birlikte, toplumsal cinsiyet düzeni, feminizm ve hümanizm arasındaki ilişki hiçbir 

zaman düz bir çizgide ilerlememiştir. Nasıl ki tarihsel açıdan tüm insanları ifade etmek için 

“erkek”  teriminin kullanılması problemliyse, aynı şekilde “kadın” teriminin de tüm kadınları 

birleştirecek bir terim ya da siyasi hareketin temeli olarak görülmesi de sorunludur. 1851 gibi 

erken bir tarihte Sojourner Truth, Ohio’daki Kadın Hakları Kongresi’nde yaptığı “Ben de Kadın 

Değil miyim?” başlıklı etkileyici konuşmasında, Afrika kökenli Amerikalı kadın ve erkeklerin 

Amerikan İç Savaş Dönemi ve sonrasındaki temel haklar tartışmalarının dışında bırakılmasını 

eleştirmiştir. Ayrıca, bu konuşma kadınların sorunları ile kölelik karşıtı mücadeleyi ve özellikle 

siyah kadınların haklarını bir araya getirmesi açısından tarihsel bir dönüm noktasıdır (Truth, 

1851). Bu durum, yalnızca kadın haklarına ya da ırksal adalete odaklanan toplumsal-sosyal 

adalet hareketlerini sorgulamaya açtı. 

Üçüncü (ve dördüncü) dalga feminizme gelindiğinde, evrensel insan veya evrensel kadın 

kavramı, siyasal aktivistler, sanatçılar ve akademisyenler tarafından sert biçimde 

eleştirilmiştir. Farklı arka planlara sahip insanlar, siyah veya yerli kadınlar ile beyaz olmayan 

ırklardan kadınlar, kimin kimlik ve deneyimlerinin politik mücadelelere ve akademik bilgi 

üretimine dahil edildiğini ya da edilmediğini gündeme getirmişlerdir (hooks, 1981; Hill 

Collins, 1990; Combahee River Collective, 2001; Green, 2007). Ayrıca, toplumsal cinsiyetle 

bağlantılı olarak sınıf (Acker, 2006) veya engellilik (McRuer, 2006; Jenks, 2019) gibi 

kategorilerin de dikkate alınmaması eleştirilmiştir. Bunun yanında, toplumsal cinsiyetin ikili 

ve heteronormatif kavramsallaştırılmasına da itiraz edilmiştir (Stryker & Blackston, 2022; 

Muñoz, 1999). 
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Bu karmaşık tarih ve Aydınlanma’nın özgürleşme hareketleri açısından taşıdığı çelişkili miras, 

günümüzde dijital hümanizmden söz ederken akılda tutulması gereken unsurlardır. Bir 

sonraki bölümde, hümanizm ile feminizm arasındaki gerilim ele alınarak feminist teori ve 

toplumsal cinsiyet araştırmalarının dijital hümanizm tartışmalarını nasıl 

zenginleştirebileceğini inceleyeceğiz. Ayrıca, insan kavramının kimleri kapsadığı sorusu dijital 

dönüşüm tartışmaları açısından son derece güncel bir konudur ve dijital teknolojilerin 

gelişimi, kullanımı ve etkileri üzerinde somut bir etkisi vardır. 

2. Kesişimsel Toplumsal Cinsiyet Araştırmaları, Feminist Teori ve Dijital 

Teknoloji 

2.1. Kesişimsel Toplumsal Cinsiyet Araştırmaları  

Toplumsal cinsiyet çalışmaları, sosyal bilimler ve beşeri bilimlerde farklı köklere sahip, 

disiplinler arası ve geniş bir araştırma alanıdır. Toplumsal cinsiyet çalışmalarının ortak zemini, 

toplumsal bir kategori olarak cinsiyetin nasıl inşa edildiğini ve bunun sosyal, kültürel ve siyasi 

bağlamlarla etkileşim hâlinde nasıl ortaya çıktığını analitik olarak incelemektir. Gücün 

toplumsal cinsiyet, ırk, cinsellik, sınıf, yurttaşlık, yaş ve yeti üzerinden nasıl dağıtıldığı, 

somutlaştığı ve yönlendirildiği sorusu burada merkezi bir öneme sahiptir. Birden fazla aidiyet 

biçimini ele almak ve bunların nasıl farklı baskı biçimlerine yol açabileceğini anlamak için 

“kesişimsellik” kavramı ortaya atılmıştır. Kesişimsellik, siyah veya yerli olan ve beyaz olmayan 

(feminist) akademi, aktivizm, edebiyat ve sanattan beslenmiştir (Lorde, 2001; hooks, 1981; Hill 

Collins, 1990; Snyder, 2014). Kesişimsellik, evrensel insan (ve kadın) kavramını sorgular; 

kimlerin gerçekten kapsandığını sorgular ve ayrıca toplumsal kategorileştirmelerin sınırlarını 

ve olumsuz yanlarını inceler. Özellikle Amerikalı hukukçu ve sivil haklar aktivisti Kimberlé 

Crenshaw, mevcut ayrımcılık karşıtı yasaların siyah kadınlar için ise yaramadığını, çünkü 

yasaların çoklu ayrımcılık nedenlerini tanımadığını göstermiştir. Crenshaw, toplumsal cinsiyet 

ve ırk gibi toplumsal kategorilerin birbirinden bağımsız olmadığını, aksine bir kişinin 

toplumsal konumunu belirlemede birbirine bağlı olduğunu açıklamak için trafik kavşağı 

benzetmesini kullanmıştır (Crenshaw, 1989). 

Bölüm 2.3’te toplumsal cinsiyet ile dijital teknolojinin nasıl etkileştiğine ve yapısal eşitsizlikler 

ile dijital dönüşüm arasındaki ilişkiyi anlamak açısından kesişimsel bir bakış açısının ne kadar 

faydalı olduğuna geri döneceğiz. 

2.2. Feminist Teori ve Epistemolojiler  

Toplumsal cinsiyet çalışmaları, feminist ve eleştirel teorinin heterojen damarlarından beslenir. 

Özellikle feminist ve eleştirel ırk çalışmaları, bilim tarihini analiz ederek, marjinalleştirilmiş 

insanları ve perspektifleri dışarıda bırakma eğilimini ortaya koymuştur. Bu alanlar, bilimsel 

bilginin ve kesişimsel toplumsal cinsiyet ilişkilerinin dinamiklerinin nasıl iç içe geçtiğini 
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gösterir ve öteki olarak tanımlanan bireylerin nasıl zarar görebileceğine dair örnekler sunar 

(Schiebinger, 1989; Gowder, 2015; Zuberi & Silva, 2008). 

Marjinalleştirilmiş perspektifler ve insanlar, bilimsel araştırmadan dışlanma, epistemik 

otoritenin reddedilmesi, zararlı kuramların üretilmesi, marjinalleştirilmiş grubun 

stereotipleştirilmesi ya da grubu etkileyen yapısal eşitsizliklerin göz ardı edilmesi anlamına 

gelebilir (bkz. Anderson, 2020). Nihayetinde bu, bilginin ve insan yapımı bilgi nesnelerinin 

taraflı biçimde üretilmesine yol açabilir ve bilimsel ve teknolojik yeniliği engelleyebilir. 

Feminist epistemolojiler, kesişimsel toplumsal cinsiyet kavrayışlarının bilgi edinme 

yollarımızda nasıl bir rol oynadığını analiz etmemize olanak tanır. Feminist teoriye göre, 

bilginin nasıl ve hangi araçlarla üretildiği ve neyin “bilgi” olarak kabul edildiği her zaman belirli 

bir duruma ve bağlama bağlıdır5. Bu nedenle, bağlamsal bilgiler6 feminist epistemolojilerin 

merkezinde yer alan bir kavramdır; bilginin nereden ve kim tarafından üretildiğini 

sorgulamaya imkân tanır ve tüm bilginin kısmi olduğunu, bilgi biçimlerinin ise çok çeşitli 

olduğunu kabul etmeyi mümkün kılar (Haraway, 1988). Burada iki önemli nokta öne çıkar: 

İlki, kısmi bakış açısı, evrensel bilgi iddialarını sorgular ve bunun yerine Haraway’in 

“konumlanmış rasyonalite olarak nesnellik” dediği yaklaşımı sunar (a.g.e., s. 590). Feminist 

bakış açısı teorisi7, “güçlü nesnellik” kavramını geliştirmiştir (Harding, 1986, 1992). Sandra 

Harding, bilimsel bilgi üretiminin iddia edilen tarafsızlığını sorgular ve bunun yerine 

araştırmacının kendi bakış açısına dair bir farkındalık geliştirmesini önerir. Bu, olası 

toplumsal önyargıların ele alınmasına ve giderilmesine yardımcı olur. İkincisi, tam da bu 

konumlanmışlık, bilimsel ve teknolojik ürün ve bilgi üretimini en başta hesap verilebilir kılan 

şeydir. Dijital hümanizm tartışmalarında, teknolojinin hesap verebilirliğine yönelik çağrılar 

yeni bir öncelik kazanmıştır. Hesap verebilirliği hayata geçirmek, bilişim teknolojisi (BT) ve 

yapay zekâ (YZ) araştırma ve geliştirme alanlarında etik, hukuki ve toplumsal yönler ve etkiler 

açısından vazgeçilmezdir (Larsson ve diğerleri, 2019). 

2.3. Toplumsal Cinsiyet ve Teknolojinin Etkileşimi 

Bugün dijital teknoloji hayatın tüm alanlarını etkilemektedir ve bu nedenle bunun toplumsal 

eşitlik açısından ne anlama geldiğine yakından bakmamız gerekir. Kesişimsel toplumsal 

cinsiyet düzeni ile teknoloji arasındaki ilişki karmaşık ve çok yönlüdür. Konuya yaklaşmanın 

üç temel perspektifini belirleyebiliriz: birincisi, teknoloji araştırması, geliştirilmesi ve 

dağıtımına eşitsiz katılım; ikincisi, teknolojinin toplumsal cinsiyetin nasıl şekillendiği, 

yaşandığı ve deneyimlendiği üzerindeki etkisi ve üçüncüsü, teknolojinin kendisinin toplumsal 

cinsiyetli, ırksallaştırılmış, sınıfsallaştırılmış vb. olması. Bu yaklaşımlar birbirinden bağımsız 

değildir, örneklerde görüleceği gibi etkileşim hâlindedirler. 



Kültür ve Siyasette Feminist Yaklaşımlar 46 

 

 28 

Teknolojik alana eşitsiz katılım, toplumsal cinsiyet ve teknoloji birlikte anıldığında akla gelen 

ilk konudur. Batı ülkeleri ve Küresel Kuzey için, bilişim teknolojileri araştırma ve 

geliştirmesinde toplumsal cinsiyet ve BIPOC8 eşitsizliği kalıcı bir sorundur (Kapor Center ve 

ASU CGEST, 2018; Charleston vd., 2014; Stoet & Geary, 2018). Ayrıca dijital teknolojiye erişim 

de hem küresel hem yerel ölçekte sosyal eşitsizlikleri yansıtarak ve artırarak adil olmayan bir 

şekilde dağıtılmıştır (Goedhart vd., 2019; Choi vd., 2022). 

Bilim ve teknoloji çalışmalarının (STS) toplum ve teknolojinin birlikte inşasına dair anlayışını 

(Bijker ve diğerleri, 1987) benimseyen feminist araştırmacılar, bunun toplumsal cinsiyet 

düzeni açısından ne anlama geldiğini analiz etmişlerdir (Wajcman, 2000). Eşitsiz katılımla 

ilgili önemli bir çalışma alanı, marjinalleştirilmiş insanları, yaklaşımları ve deneyimleri 

görünür kılmaktır. Örneğin, bilişim alanında siyah kadın bilim insanlarının rolü ancak son 

zamanlarda, özellikle Hidden Figures kitabı (ve filmi) ile görünür hâle gelmiştir (Lee Shatterly, 

2016)9. Ayrıca, dijital dönüşümü mümkün kılan donanımın, çoğunlukla beyaz ırktan olmayan 

(kadınlar) tarafından ve genellikle de sorunlu çalışma koşulları altında üretilmesi, teknoloji 

kullanıcılarından gizlenmiştir (Nakamura, 2014). 

İkinci olarak, kullanımda olan dijital ürünler ve hizmetler insanların esenliğini güçlü bir 

şekilde etkiler. Bir örnek, toplumsal cinsiyet, siyaset, sağlık hizmetleri ve veri ekonomisi 

arasındaki tartışmalı bir alanı oluşturan âdet döngüsü takip uygulamalarıdır. Dikkat çekicidir 

ki, erken sağlık izleme teknolojilerinde menstrüasyon takibi yer almamıştır.10 Bugün, 

menstrüel sağlık araştırmalarını teşvik edebilecek, güçlenmeyi sağlayabilecek ve bireylerin 

sağlık durumları üzerindeki söz haklarını destekleyebilecek hem entegre çözümler hem de 

bağımsız uygulamalar bulunmaktadır.  Öte yandan, kendi kendini takip etme, âdet deneyimini 

izlenmesi ve kontrol edilmesi gereken bir süreç olarak şekillendirir ve normlaştırılmış kalıplara 

uyması gerektiğini ima eder (Hohmann-Marriott, 2021). Ayrıca popüler uygulamalar, sıradan 

kullanıcıların müdahale etme ve verileri kontrol etme olasılığının olmadığı, gizlilik, şeffaflık 

eksikliği yaratan iş modelleri üzerine inşa edilmiştir: “Belirgin işlevlerini yerine getirmek için, 

âdet uygulamaları son derece kişisel verilerin büyük miktarını toplar. Bu veriler bir kırılganlık 

yaratır; örneğin veriler, norm dışı menstrüasyon gören kişileri (örneğin trans bireyleri veya 

sağlık sorunları olanları) açığa çıkarabilir veya bilgiler, şüpheli gebelik veya gebelik 

sonlandırmasını kayıt altına almak için kullanılabilir” (a.g.e.). Siyasal bağlama bağlı olarak, bu 

tür hassas sağlık verilerinin çıkarılması ve sömürülmesi gerçekten tehlikeli olabilir ve kişilerin 

toplumsal cinsiyetleri, cinsel kimlikleri, yönelimleri ve seçimleri temelinde yaşamlarını 

derinden etkileyebilir.11 Dolayısıyla, sosyopolitik bağlamı, eşitsiz güç ilişkilerini ve ayrımcılık 

ve özerklik gibi değerleri dikkate alan sağlık uygulaması geliştirmelerine yönelik çağrılar 

önemlidir, aynı zamanda politika düzenlemeleri de son derece elzemdir (Fox & Epstein, 2020). 
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Ortaya konan sorunlar verilen örneklerin ötesine geçmektedir. Shoshana Zuboff, veri odaklı 

dijital teknoloji, büyük şirketler, baskın iş modelleri ve düzenleyici gücün eksikliği arasındaki 

etkileşimin “gözetim kapitalizmi çağı”na yol açtığını öne sürmüştür (Zuboff, 2018). 

Üçüncü olarak, daha önce de ifade ettiğimiz gibi, teknolojinin tarafsızlığını sorgulamak bilim 

ve teknoloji çalışmalarının merkezindedir. Feminist ve postkolonyal bilim ve teknoloji 

çalışmaları araştırmacıları, cinsiyet, ırk, yaş ve sınıfın teknoloji tasarımındaki rolünü analiz 

etmiş ve hizmetlerin ve ürünlerin eşitsizlikleri teşvik edebileceğini (ancak bu eşitliksizlikleri 

hafifletebileceğini de) ortaya koymuştur (Harding, 2011). 1990’larda ev içi teknoloji 

(mikrodalga fırın, elektrikli süpürge veya çamaşır makineleri gibi) üzerine yapılan çalışmalar, 

bu cihazların toplumsal cinsiyet rollerinden etkilendiğini ve ev içi ile üretimdeki toplumsal 

cinsiyet temelli işbölümünü pekiştirdiğini ortaya koymuştur (Cockburn & Ormrod, 1993; 

Cockburn & Fürst-Dilić, 1994). Bugün, akıllı ev teknolojisi tasarımının, aile içi istismar ve 

partner şiddeti bağlamında kötüye kullanımı öngörmesi ve buna karşı koyması gerekmektedir 

(Leitão, 2019). 

Son yıllarda, özellikle makine öğrenmesi teknolojisi, yapay zekânın bir alt alanı olarak, bilgi 

teknolojileri ve yapay zekâ tasarımının etik yönlerine daha geniş bir dikkat çekmiştir. Bu veri 

odaklı sistemler toplumsal önyargıları yansıtabilir ve iş sektörü, sağlık ve sosyal hizmetler ile 

adalet sistemi gibi alanlarda toplumsal eşitsizliklerin artmasına yol açabilir (Eubanks, 2017; 

Wachter-Boettcher, 2017). Dolayısıyla mevcut yapay zekâ sistemleri, toplum ve teknolojinin 

ne kadar iç içe geçtiğini canlı bir şekilde göstermektedir. Son yıllarda teknik ve sosyal 

disiplinlerden araştırmacılar, yapay zekânın adalet ve toplumsal adalet sorularını ele almak 

için giderek daha fazla çaba göstermektedirler (Binns, 2018; Mehrabi vd., 2021; Draude vd., 

2022). Teknolojinin toplumsal cinsiyetli, ırksallaştırılmış, sınıfsallaştırılmış etkilerine yol açan 

toplumsal önyargılar, birden çok nedene bağlanmıştır: eğitim verilerinin niteliğine, 

algoritmaların ve modellemenin kısıtlamalarına ve kullanım bağlamından kaynaklanan 

önyargılara (Friedman & Nissenbaum, 1996; Draude vd., 2020).12 

Basitleştirilmiş terimlerle, makine öğrenmesi teknolojisi mevcut veri kümelerini kullanarak 

istatistiksel modelleri eğiterek otomatik olarak algoritmalar üretir. Daha fazla veri mevcut hâle 

geldikçe, davranışlarını uyarlayabilirler. Makine öğrenmesi sistemleri, büyük ölçekte veriyi 

analiz etmek ve gelecekteki sonuçları tahmin etmek için kullanılmaktadır. Bu aynı zamanda, 

bu sistemlerin eğitildikleri geçmiş veri kümelerinden önyargıları da miras alabilecekleri 

anlamına gelir.13 

Çok dikkat çeken bir çalışmada, Bolukbasi ve diğerleri, kelime gömme14 yöntemlerinin 

toplumsal cinsiyet stereotiplerini nasıl pekiştirebileceğini göstermiştir.15 Ayrıca yazarlar, 

kelime anlamlarına ve çağrışımlarına sadık kalırken toplumsal cinsiyet stereotiplerini 
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kaldırmaya yönelik bir metodoloji de sunmuşlardır (Bolukbasi vd., 2016). Eğer algoritmalar, 

çoğunlukla toplumsal cinsiyet stereotiplerini içeren ve kadın ile hemşire, erkek ile doktor gibi 

terimler arasındaki yakınlıkları barındıran veri setleriyle eğitilirse, yazılım bu atıfları öğrenir 

ve gelecekte yeniden üretir. Çalışma için, yazarlar Google tarafından eğitilmiş bir yapay sinir 

ağını analiz etmiştir; bu ağ, veritabanı olarak 3 milyondan fazla Google News makalesi 

kullanmıştır. Amaç, matematiksel olarak temsil edilebilecek (vektör uzayında vektörler olarak) 

dil kalıpları türetmekti. Kadın zamirleriyle ilişkilendirilen bazı atıflar şunlardı: “ev hanımı, 

hemşire, resepsiyonist, kütüphaneci, sosyetik, kuaför, dadı, idari asistan, stilist, temizlikçi.” 

Erkek zamirleriyle ilişkilendirilenler ise şunlar: “orkestra şefi, kaptan, mütehassıs, filozof, 

komutan, mimar, finansçı, savaşçı, yayıncı, sihirbaz” (a.g.e., s. 4357). Bunu takiben, Bolukbasi 

ve diğerleri farklı terimler arasında otomatik olarak üretilen benzetmeleri Amazon Mechanical 

Turk çalışanlarına incelettirmiştir. Her bir kelime gömme (word embedding) için, çalışanların 

bunun toplumsal cinsiyet stereotipi mi yoksa toplumsal cinsiyete uygun bir benzetme mi 

olduğuna karar vermesi gerekiyordu. Toplumsal cinsiyet stereotipik kadın-erkek benzetmeleri 

arasında “dikiş dikme-marangozluk, hemşire-cerrah, sarışın-iri yapılı, kek-pizza, sevimli-

parlak, softbol-beyzbol” vb. bulunurken, toplumsal cinsiyete uygun kadın-erkek benzetmeleri 

arasında “kraliçe-kral, kadın garson-garson, kız kardeş-erkek kardeş, anne-baba” vb. vardı 

(a.g.e., s. 4357). 

Bu kelime gömme örneği, yalnızca teknik gelişmenin ayrımcılığı nasıl sürdürebileceğini 

göstermekle kalmıyor, çalışmanın mevcut toplumsal önyargıları görünür kıldığını ve önyargıyı 

azaltmaya yönelik yöntemler sunduğunu da gösteriyor. Çünkü toplumsal cinsiyet önyargısı 

matematiksel bir model olarak sunulduğunda, matematiksel yöntemler bu önyargıyı azaltmak 

için de kullanılabilir.16 Yazarlar ayrıca bu tür önyargı azaltma yöntemlerinin eleştirilerine veya 

potansiyel sakıncalarına da işaret ederler: 

Kelime gömmelerdeki önyargıya ilişkin bir bakış açısı, bunun yalnızca 
toplumdaki önyargıyı yansıttığı ve bu nedenle kelime gömmelerini değil 
toplumu önyargıdan arındırmaya çalışmamız gerektiğidir. Ancak, 
günümüzde kelime gömmelere giderek daha fazla bağımlı hâle gelen 
bilgisayar sistemlerindeki önyargıyı azaltarak (ya da en azından bu önyargıyı 
güçlendirmeyerek), küçük bir ölçüde önyargısı azaltılmış kelime 
gömmelerinin toplumsal cinsiyet önyargısını azaltmaya katkıda bulunması 
umulabilir. En azından, makine öğrenimi bu önyargıları farkında olmadan 
güçlendirmek için kullanılmamalıdır; bunun doğal olarak 
gerçekleşebileceğini gördük. Belirli uygulamalarda, gömmede (örneğin 
bilgisayar programcısı erkek zamiriyle daha yakınsa) toplumsal cinsiyet 
önyargılarının yararlı istatistikleri yakalayabileceği ve bu özel durumlarda 
orijinal önyargılı gömmelerin kullanılabileceği ileri sürülebilir. Ancak, 
toplumsal cinsiyet stereotiplerini ve ayrımcılıkları artıran makine öğrenmesi 
algoritmalarına sahip olmanın potansiyel riski göz önünde 
bulundurulduğunda, tarafsızlık lehine hareket etmemizi ve mümkün 
olduğunca burada sağlanan önyargısı azaltılmış gömmeleri kullanmamızı 
tavsiye ediyoruz. (a.g.e., s. 4363). 
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Yukarıda öğrendiğimiz gibi, toplumsal cinsiyet, toplumsal eşitsizliğin olası bir faktörüdür. Irk, 

sınıf, engellilik, yaş vb. gibi diğer kategoriler toplumsal cinsiyetle kesişir. Henüz bilgisayar 

bilimi öğrencisiyken Joy Buolamwini, yüz tanıma teknolojisinin kendi yüzünü tanımadığını 

fark etmişti. O dönemde teknoloji siyah kadınlar için işe yaramıyordu — aksine insan özellikleri 

olmayan beyaz bir maske işe yarıyordu (Buolamwini, 2016). Bu durum, teknolojinin bir kişiyi 

yalnızca ten rengine dayanarak nasıl insan olmaktan çıkarabileceğini gösteriyor. “Gender 

Shades” [Toplumsal Cinsiyet Tonları] başlıklı çalışmasında Buolamwini, Timnit Gebru ile 

birlikte ticari yüz tanıma teknolojisini daha ileri düzeyde analiz etmiştir. Kadınların, özellikle 

koyu tenli veya Batı dışı olarak sınıflandırılan yüz özelliklerine sahip olanların en sık yanlış 

tanımlanan kişiler olduklarını bulmuşlardır. Ancak koyu tenli erkekler de açık tenli kadınlara 

kıyasla daha kötü tanımlanmıştır (Buolamwini & Gebru, 2018). Diğer çalışmalar, yapay zekâ 

sistemlerinde kullanılan görsel verilerin kültürel ve etnik stereotipleri sürdürdüğünü 

göstermiştir (Zou & Schiebinger, 2018). 

Bu örnekler, bu bölümün başında belirttiğimiz üç perspektifin nasıl iç içe geçtiğini 

göstermektedir. Bilgi teknolojileri ve yapay zekânın ayrımcı etkilerinin çoğu kez siyah kadınlar, 

beyaz olmayan insanlar ve genel olarak marjinalleştirilmiş gruplar tarafından yapılan 

çalışmalar sayesinde dikkatimize sunulmuş olması şaşırtıcı değildir. Teknik alandaki eşitsiz 

katılım, dijital teknolojinin sorunlu etkilerinin yalnızca uygulamaya alındıktan sonra fark 

edilmesi anlamına gelebilir ve dijital dönüşüm sonucunda teknolojinin toplumsal 

cinsiyetlendirilmiş, ırksallaştırılmış, sınıfsallaştırılmış vb. gerçekliklerimiz üzerindeki etkisi 

giderek büyümektedir. Yapay zekânın yükselişi, eğer karşı koyucu önlemler alınmazsa, 

eşitsizliğin otomatikleşip güçlenebileceğini göstermektedir. 

3. Sonuç 

Tarihsel arka plan ışığında, insan kategorisi üzerine düşünmenin ve kimlerin bu kategoriye 

dahil edilip kimlerin edilmediğini sorgulamanın önemli olduğunu öğrendik. Daha adil ve 

eşitlikçi bir (dijital) gelecek için, marjinalleştirilmiş yaklaşımları merkeze alan eleştirel teori ve 

yöntem alanındaki zengin çalışmalara yönelebiliriz. Bu, (Dijital) Hümanizmi 

zenginleştirmemizi sağlar. Başka yayınlarımızda, bilgi teknolojileri ve yapay zekâ sistemlerinin 

geliştirilmesinde marjinalleştirilmiş yaklaşımların çoğunlukla yalnızca belirli kullanıcı 

grupları (örneğin yaşlılar, bakımevlerindeki insanlar veya engelli bireyler) için tasarım 

yapıldığında hesaba katıldığını ileri sürmüştük (Dankwa & Draude, 2021). Daha kapsayıcı bir 

dijital dönüşüm, her zaman kesişimsel ve çok çeşitli perspektifleri, insanları ve bağlamları 

merkeze almak ve ayrıca bilgi teknolojileri ve yapay zekâ geliştirmesinde sistemik ve sosyo-

teknik yaklaşımları ilerletmek anlamına gelecektir. 
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2.3. bölümdeki örneklere geri dönersek, bilgi teknolojileri ve yapay zekâ sistemlerindeki 

önyargıya yalnızca daha fazla veri çıkarımı veya daha iyi matematiksel modeller aracılığıyla 

karşı koymanın yeterli olamayacağını görürüz. Teknik bir bakış açısından tüm insanlar için 

işleyen yüz tanıma teknolojisi geliştirmiş olsak bile, bu teknolojinin kullanımı hâlâ savunmasız 

grupları ciddi bir biçimde etkileyebilir. Özellikle, veriye aşırı bağımlılık, toplumsal eşitlik 

açısından bir gerilim alanı yaratmaktadır. Bir yandan, veri kümelerinde önyargı ya da temsil 

eksikliği sorunludur. Güvenilir veriler, ayrımcılığı görünür kılmak için gereklidir (örneğin, 

pozitif ayrımcılık için bir gerekçe olarak, ama aynı zamanda bilgi teknolojileri ve yapay zekâ 

geliştirmek için). Birçok alanda veri eksikliği, kullanılamaz, erişilemez ve hatta tehlikeli hizmet 

ve ürünlere yol açmaktadır (Criado-Perez, 2019). Diğer yandan, artan veri toplama, sosyo-

politik bağlama bağlı olarak oldukça sorunlu olabilir. Görünürlük, savunmasız insanları ifşa 

edebilir veya onları en baştan savunmasız hâle getirebilir. Kategorileştirme, belirli insan 

grupları hakkındaki stereotipik varsayımları katılaştırma riski taşır ve elbette, sınıflandırma 

sistemlerinin de sorunlu tarihsel geçmişleri vardır (Bowker & Star, 1999). 

Sonuç olarak, daha adil bir dijital dönüşüm için atılması gereken adımları şöyle özetleyebiliriz: 

İlk adım, güç, eşitsizlik ve çeşitli toplumsal grupların ve bağlamların imkânlarının dijital 

gelişimin tüm aşamalarında ve sonraki kullanımında önemli olduğunun farkına varmaktır. 

Ayrıca, yaygın dijital teknolojinin beraberinde getirdiği toplumsal zorluklarla yalnızca 

disiplinler arası alışveriş yoluyla başa çıkılabilir. Özellikle de ayrımcılık konularında uzmanlığı 

olan alanlarda çalışmalar yürütülmelidir. İkinci adım, toplumsal fayda için aktif olarak tasarım 

yapma kararını vermektir. Bilgi teknolojileri sayesinde çok uzun süredir demokratik değerleri, 

katılımı ve özerkliği teşvik eden katılımcı tasarım (Bødker vd., 2021), değer merkezli tasarım 

(Friedman & Hendry, 2019) ve sosyo-teknik tasarım (Mumford, 2006) gibi yaklaşımlar 

mevcuttur. Ancak toplumsal adaletin önce önemli bir değer olarak tanınması, aktif olarak 

uygulanması ve ilgili uzmanlığın dikkate alınması gerekir. Toplumsal adaletin temel bir değer 

olarak içselleştirildiği tasarım çerçeveleri arasında hâlihazırda baskı karşıtı tasarım (Smyth & 

Dimond, 2014) ve adalet odaklı tasarım (Costanza-Chock, 2020) bulunmaktadır. Ayrıca, yapay 

zekâ teknolojisi (otomatik karar verme, öneriler geliştirme, filtreleme, içerik üretimi) insan-

bilgisayar etkileşimi ve bilgi sistemleri tasarımı gibi alanlara yeni zorluklar getirmektedir. 

Üçüncü adım, düzenleyici uygulamalar ve politika geliştirmeyi ilgilendirir. Bunlar hem birinci 

ve ikinci adımların mümkün kılınmasında hem de sosyo-teknik açıdan sürdürülebilir 

olmasında belirleyicidir (Palmiotto, 2023; Avrupa Komisyonu, 2021). 

Öğrenciler ve Öğretmenler İçin Tartışma Soruları 

Aşağıdaki unsurları kendi araştırma, çalışma ya da öğrenim alanınızdaki dijital dönüşümle 

ilişkilendirin. 
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1. Kimlik ve kesişimsellik 

İnsandan söz ettiğinizde kimler dikkate alınıyor, kimler alınmıyor? 

Kesişimsel bir yaklaşım bakış açınızı nasıl genişletebilir? 

2. Bilgi üretimi ve yöntem 

Marjinalleştirilmiş yaklaşımları tanımlayabilir misiniz? İnsanların, çalışma alanlarının ve 

insan olmayan aktörlerin görünürlüğünü ya da görünmezliğini düşünün.  

Sizce araştırma yöntemlerinizin, yaklaşımlarınızın ya da araçlarınızın daha kapsayıcı hâle 

gelmesi gerekiyor mu? 

3. Güç ve hiyerarşiler 

Alanınızdaki güç dinamikleri nasıl somutlaşıyor? Örneğin, teknolojiyi geliştirenler ile sıradan 

kullanıcılar, uzmanlar ile uzman olmayanlar arasındaki hiyerarşiler veya toplumdaki yapısal 

eşitsizlikleri düşünebilirsiniz. 

Ayrıca, sonuç bölümünde özetlenen adımlardan hangisi (farkındalık yaratma, toplumsal fayda 

için tasarım kararı, politika geliştirme) sizin alanınızda en çok gerekli? Yanıtlarınızı örneklerle 

açıklayın. 
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1 Makalenin İngilizceden Türkçeye çevirisinde yapay zekâ destekli bir dil modeli olan ChatGPT’den yararlanılmıştır.  

2 Makalenin orijinali: Digital Transformation Through the Lens of Intersectional Gender Research Challenges and 
Needs for Action. Bkz. Draude, Claude. "Digital Transformation Through the Lens of Intersectional Gender 
Research Challenges and Needs for Action." Hannes Werthner· Carlo Ghezzi· Jeff Kramer· Julian Nida-Rümelin· 
Bashar Nuseibeh· Erich Prem· (2024): 83. Yazara ve yayınevine Türkçe çevirinin telif haklarını verdikleri için 
teşekkür ederiz. 

3 Başlığın İngilizcesi “Declaration of the Rights of Man and of the Citizen” – Ç.N. 

4 Feminizm, siyasi bir kitle hareketi olarak, tarihsel evreler, jeopolitik konumlar, katılımcı aktörler ve siyasi talepler 
bakımından farklılık gösteren üç (ya da dört) dalga olarak tanımlanır. Genellikle, birinci dalga süfrajetleri, ikinci 
dalga 1960’lar ve 1970’lerin kadın özgürleşme hareketini, üçüncü dalga 1980’lerden itibaren toplumsal cinsiyet 
üzerine toplumsal inşacı yaklaşımları ifade eder. Dördüncü dalga ise (bakış açısına göre 2000’lerin başından ya da 
2012’den itibaren) antifeminist tepkiyle ve teknolojinin ve sosyal medyanın özgürleştirici rolüyle beslenmiştir 
(Munro, 2013; Evans & Chamberlain, 2015). 

5 Bilimsel bilginin belirli sosyopolitik, kültürel ve tarihsel bağlamlarda nasıl inşa edildiğini izleme, bilim ve teknoloji 
çalışmaları alanı tarafından gündeme getirilmiştir [örneğin, Bruno Latour ve Steve Woolgar’ın moleküler biyoloji 
laboratuvarı çalışmaları (1979)]. Ancak kesişimsel, postkolonyal feminist akademisyenler, bilim ve teknoloji 
çalışmaları alanının toplumsal eşitsizliklerin, marjinalleşmenin ve iktidar ilişkilerinin (yerel ve küresel ölçekte) 
oynadığı rolü yeterince tanımamasını eleştirmiş ve alanın feminist ya da postkolonyal bir düzeltmeye ihtiyaç 
duyduğunu ileri sürmüşlerdir (Harding, 1998, 2011; Haraway, 1997). 

6  İng. situated knowledge. – Ç.N. 

7 İng. Feminist standpoint theory. -Ç.N.  

8 BIPOC [Black, Indigenous, and people of color] siyah veya yerli olan ve beyaz ırktan olmayan insanlar ifadesinin 
kısaltmasıdır. Bu öz tanımlama, Amerika Birleşik Devletleri ve Kanada’daki aktivizmden doğmuştur ve aynı 
zamanda farklı ırklardan topluluklar arasındaki dayanışmayı göstermek için de kullanılmaktadır. 

9 Hidden Figures, ABD’de Ulusal Havacılık Danışma Komitesi’nde (National Advisory committee for Aeronautics - 
NACA) ve daha sonra halefi NASA’da çalışan Mary Jackson, Katherine Johnson ve Dorothy Vaughan’ın hikâyelerini 
anlatır. Diğer önemli örnekler ise Kay McNulty, Betty Jennings, Betty Snyder, Marlyn Meltzer, Fran Bilas ve Ruth 
Lichterman’dır.  İlk ABD elektronik bilgisayarı ENIAC’ın asıl programcıları olmalarına rağmen, geleneksel olarak 
bu bilgisayarın tarihinde bir dipnottan fazlası olarak anılmamışlardır (Light, 1999). 
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10 Örneğin, Apple Sağlık, ilk olarak 2014’te piyasaya sürülmüş ve ancak eleştirilerle karşılaştıktan sonra 
menstrüasyon takibini uygulamaya koymuştur (Eveleth, 2015). 

11 Dikkat çekicidir ki, ABD’de Yüksek Mahkeme’nin Roe v. Wade kararını bozması ve cinsel haklarla üreme 
haklarının aşınması, insanların menstrüel sağlık uygulamalarını silmelerine yol açmıştır (Garamvolgyi, 2022). 

12 Önyargı ve İnternet üzerine ayrıntılı bir tartışma için, Baeza-Yates ve Murgai’nin bölümüne bakınız. “Bias and the 
Web”, Introduction to Digital Humanism, A Textbook  içinde, s. 435-462.   

13 Makine öğrenmesine mükemmel bir giriş için, Heitzinger ve Woltran’ın bölümüne bakınız. “A Short Introduction 
to Artificial Intelligence: Methods, Success Storied, and Current Limitation”, Introduction to Digital Humanism, A 
Textbook  içinde, s. 135-150.   

14 İng. Word embedding. – Ç.N. 

15 Doğal dil işleme ve doğal dil üretiminde metin analizinde kelime gömme kullanılmaktadır. Metnin bilgisayarlar 
tarafından işlenebilir olması için önce sayısal bir biçimde temsil edilmesi gerekir. Kelime gömme daha sonra, 
sözcükleri vektör uzayında bir dönüşüm olarak reel değerli sayısal vektörler şeklinde eşlemeye olanak tanır (Jiao & 
Zhang, 2021). 

16 Burada verilen örneğin yalnızca ikili toplumsal cinsiyetle ilgili olduğunu lütfen aklınızda tutunuz. Kelime 
gömmelerde toplumsal cinsiyet tarafsızlığı ve ikili olmayan toplumsal cinsiyet üzerine giderek artan sayıda çalışma 
bulunmaktadır (örneğin Zhao vd., 2018; Dev vd., 2021). 
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