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Bu makale, feminist yapay zeka (FYZ) kavraminin tarihsel ve giincel olarak nasil
sekillendigini incelemektedir. ilk boliimde, yapay zekanin coklu tarihine katk
sunmak ve feminist tarihini giin yiiziine ¢ikarmak amaciyla, Alison Adam ve onun
lisansiistii 6grencileri tarafindan iiretilen ¢alismalar iizerinden yapay zekanin mikro
tarihine odaklanilacaktir. Ardindan, FYZ'nin giliniimiizde aldigi farkh bigimleri
tartigsabilmek icin su tipolojiyi oneriyorum: (1) model olarak FYZ, (2) tasarim olarak
FYZ, (3) politika olarak FYZ, (4) kiiltiir olarak FYZ, (5) s6ylem olarak FYZ ve (6) bilim
olarak FYZ. Bu tipoloji su sorulara 1s1k tutacaktir: FYZ terimi ne anlama geliyor? FYZ
zaman icinde nasil sekillendi?

Giris!

“Feminist yapay zeka” (FYZ) terimiyle ilk karsilastigimda, kural tabanh feminist sohbet robotlar
lizerine arastirma yapiyordum. 2020 yilinda Ingilterenin Londra sehrinde gerceklestirilen
Algorithms for Her [Kadinlar Icin Algoritmalar] konferansinda feminist sohbet robotlar: hakkinda
baz1 6n diisiincelerimi sunmaya hazirlanirken, yapay zekayr “feminizmi makinelestirmek” icin
kullanan sohbet robotlarina ornekler ariyordum. Ancak o donemde, feminist bir veri setiyle
desteklenen ve FYZ yapmak iizere feministler tarafindan egitilmis herhangi bir feminist sohbet
robotuna rastlayamadim. Bunun yerine, terimi farkli sekillerde kullanan ve tanimlayan ¢evrimici
sunumlar ve bir avug proje buldum. Josie Young’in (2019) YouTube’daki “Neden Feminist Yapay
Zeka Tasarlamamiz Gerekiyor” baslikli TED Konugmasi, Siri ve Alexa gibi yapay zeka destekli sesli
asistanlarin cinsiyetci ve zararh etkilerine kars1 koymak icin FYZ'nin gerekliligini savunuyordu.
Charlotte Webb’'in (2019) Berlin’deki Disruption Network [Kesintiye Ugratma Agi]
Laboratuvarinda sundugu “Feminist Yapay Zekd Nedir: Olas1 Feminizmler, Olas1 Internetler”
baghikli calismasi, feminist Insan-Bilgisayar Etkilesimi (IBE) uzmani Shaowen Bardzell’in (2010)
calismalarina dayanan, yol gosterici on ilke oneriyordu. Projeler arasinda, yapay zeka tasariminda
duyulmamis sesleri dahil etmek icin Poieto yazilimimi kullanan Los Angeles merkezli toplum

temelli arastirma ve tasarim grubu feminist.ai ve Caroline Sinders’in (2020) bir FYZ sistemini
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giiclendirmek icgin, bir dizi halka agik atdlye calismasi araciigiyla feminist bir veri kiimesi
olusturmay1 hedefleyen sanatsal projesi yer aliyordu. Bu genel baglam, beni su soruyu sormaya

itti: FYZ terimi ne anlama geliyor? FYZ zaman i¢inde nasil sekillendi?

“Feminist yapay zeka” kategorisi, “feminizm” ve “YZ’nin nasil birden fazla anlam kazandigim
yansitiyor. FYZ terimini, terimin giiniimiizdeki kullanimini yansitmak i¢in tekil olarak kullansam
da kesisimsel (Combahee River Collective, 1979; Crenshaw, 1991), Siyah feminist (hooks, 2015),
somiirgecilik karsit1 (Lugones, 2010) ve liberal yaklasimlar da dahil olmak iizere feminizmlerin
cagdas tezahiirleri nedeniyle bu analitik kategorinin ¢ogul oldugunu kabul ediyorum. Benzer
sekilde, YZ terimi de tekil olarak kullaniliyor ve terimi kimin kullandigina bagh olarak farkh
anlamlar kazanabiliyor. Terimin bir anlami, 1955 tarihli “A Proposal for the Dartmouth Summer
Research Project on Artificial Intelligence” [Dartmouth Yaz Arastirma Projesi icin Yapay Zeka
Onerisi] (McCarthy vd., 1955) makalesindeki kullanima atifta bulunuyor; burada yapay zeka,
“makinelerin dili nasil kullanacagini, soyutlamalar ve kavramlar olusturmasini, su anda sadece
insanlara ait olan tiirden sorunlar1 ¢6zmesini ve kendilerini gelistirmesini saglama” girisimi olarak
tanimlanmistir (s. 1). Yapay zekanin verimlilik doktrinine hizmet eden bir ideoloji oldugu genel
fikrine atifta bulunmak i¢in de kullamilabiliyor (Katz, 2020). Bunun disinda, gelecege yonelik
tahminler icin biiylik veri ve algoritmalara dayanan, biiyiiyen bilgisayar ag1 ve altyapisimi
tanimlayan genel, her seyi kapsayan bir belirtec olarak da anlasilabilir. Son olarak, ¢ogu
akademisyenin Genel Yapay Zekanin heniiz var olmadig ve duyarh robotlarla ilgili herhangi bir
sey ifade etmedigi konusunda hemfikir oldugunu belirtmek 6nemli. Su anda yapay zeka olarak
adlandirilan sey, steroidli istatistik anlamina gelen dar yapay zekadir (Broussard, 2018). Yapay
zeka, “mevcut bir veri setini analiz ederek, bu veri setindeki kaliplar1 ve olasiliklar: belirleyerek ve
bu kaliplar1 ve olasiliklar1 model adi verilen bir hesaplama yapisina kodlayarak” calisir (s. 32). Bu
makalede, yapay zeka veya feminizm icin sabit bir tanim almiyorum ve daha ziyade, tartisilan

bilim insanlar1 ve uygulayicilarin bu terimleri bicimlendirdigi sekillerde kullaniyorum.

Metodolojik olarak, bu makale konu hakkinda yayimlanmig tiim materyallerin sistematik ve
kapsamli bir incelemesine dayanmamaktadir. Daha ziyade, FYZ’nin genis anlamiyla nasil farkh
bigimlerde anlasildigina 1s1k tutan, konuyla ilgili baz1 yaz1 ve uygulamalarin elestirel bir
incelemesidir. Bu, akademik veri tabanlarinda (Google Akademik ve WorldCat), arama
motorlarinda (Google Chrome ve Mozilla Firefox) ve akademisyen ile aktivistlerin ¢ogunun aktif
oldugu Twitter'da buldugum, amaca yonelik bir 6rneklemdir. Oncelikle, kesisimsel YZ (Ciston,
2019), insan sonras1 FYZ (Meinders, 2017), transfeminist YZ (Pefia ve Varon, 2020), asagidan

gelen FYZ (West, 2020) ve kesisimsel, somiirgecilik karsit1 YZ (Costanza-Schock, 2018) gibi diger
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tanimlar1 da iceren feminist yapay zeka (ya da FYZ) genis kategorisini kullananlarin akademik
calismalarim1 ve uygulamalarim dikkate aldim. Ingilizce, Fransizca, Portekizce ve Ispanyolca
makalelere ve web sitelerine bagvurmus olsam da bu yazida atifta bulunulan ve halihazirda mevcut
olan makalelerin, kitaplarin ve uygulamalarin biiyiik bir kismi Ingilizcedir. Son olarak, bu
kavramin olusumunda kimlerin rol aldigina dair hayal giiciimiizii genisletmek ve terimin cesitli
baglamlarda ve farkli amaclar i¢in nasil iiretken oldugunu gostermek igin kiiresel Giiney’den
uygulamalar ve yazilar aramak i¢in énemli bir caba sarf ettim. Bu nedenle FYZ {izerine Kuzey
Amerika ve Avrupa arastirma ve uygulamalarimin otesine gecerek c¢ogunluk diinyasindaki
(majority world) bireyleri, kolektifleri, projeleri ve arastirmalar1 6ne ¢ikardim. Yapay zeka
alanindaki degersizlestirilmis bilgi liretimine 151k tutmak, akademisyenlerin, okuyucularin ve
uygulayicilarin alternatif anlatilara erismesini ve elestirel yapay zeka arastirma ve
uygulamalarinin tarihini ve giincel uygulamalarin zenginlestirmesini saglayan feminist bir

hamledir.

Bu makale, FYZ kavrami {izerine diislinmek i¢in gecmisteki ve giincel ¢abalar1 incelemekte, bu
pratigin geleneksel ve/veya hegemonik yapay zekd bigimlerine nasil meydan okudugunu ele
almaktadir. ilk olarak, FYZ nin ortaya ciktigi baglamin ve nasil sekillendiginin mikro-tarihsel bir
genel cercevesini sunuyorum. Bu tarihsel boliim, feminist akademisyenlerin uzun zamandir FYZ
hakkinda diisiindiigiinii, bunu ifade ettiklerini, prototipler gelistirdiklerini gostererek yapay
zekaya dair anlayis1 zenginlestiriyor. Ayrica, yazarlarin kiiciik 6lgekli projelerini prototipleme
siirecinde ortaya koyduklar1 ve miicadele ettikleri celigkileri ve sorular1 goriiniir kiliyor. Ardindan,
FYZ'nin bugiin nasil sekillendigine dair giincel 6érnekleri incelemek icin tipolojiyi sunuyorum: (1)
model olarak FYZ, (2) tasarim olarak FYZ, (3) politika olarak FYZ, (4) kiiltiir olarak FYZ, (5)
soylem olarak FYZ ve (6) bilim olarak FYZ. Son olarak, feminist teknoloji uzmanlarinin,
aktivistlerin ve sanatcilarin yapay zekayi farkl bir sekilde anlama ve uygulama konusunda elestirel
bir yaklagim gelistirmis olsalar da heniiz teknoliberal kapsayicilik alaninin 6tesine gecemedikleri

yoniindeki savimi ortaya koyarak makaleyi sonlandiriyorum.

FYZ’nin tarihsel sekillenisi

Yapay zekaya yonelik feminist elestiriler, bilim felsefesi ve sosyolojisi ile feminist bilim ve teknoloji
calismalar1 (Feminist BTC) i¢indeki yapisalc1 (constructivist) perspektiflere dayanir. 1980’lerde
bu akademik alanlar, Bati’daki bilim tartismalarinin, kadinlarin bilgisinin dislanmasi nedeniyle
eksik ve carpik oldugunu savunmaya baglamistir (Jansen, 1988; Turkle, 1984). Daha sonra bu

alanlar, cogunluk diinyasina (majority world), yerli halklara ve insan-dig1 varliklara ait bilgiler
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gibi dislanmis diger bilgi bicimlerine de vurgu yapmaya baslad1 (Harding, 2008; Liboiron, 2021;
TallBear, 2013). Feminist BTC, bilimin nesnelligini sorgulamanin yani sira, doga ile hayvan, insan
ile makine ve zihin ile beden arasindaki sinirlar1 kirmaya veya uzlastirmaya odaklandi; ayrica
teknokiiltiir icindeki uzun siiredir devam eden Avro-Amerikan hegemonik erkekligi
elestirdi (Forsythe, 1993; Wajcman, 1991). Konumlanmis bilgi (situated knowledge) durusu
(Haraway, 1988), bilgi iiretiminin toplumsal iligkilere gomiilii oldugunu, tiim bilginin kismi
perspektiflerden tiiredigini ve ezilen konumlarin sundugu perspektiflerin ortaya ciktiklar
toplumsal diinyalarin en “nesnel” anlatilarim sagladigini vurgulayarak feminist BTC i¢in ¢igir acici
bir yaklasim oldu. Bu tartismalardan etkilenen Ingiliz bilgisayar bilimecisi ve bilim tarihcisi Alison
Adam, yapay zekanin derin bicimde muhafazakar temellere sahip oldugunu gostererek onu
feminist bir bakis acisiyla elestirmeye basladi (Suchman, 1987; 2008). Amaci, yapay zeka
elestirisine ozellikle toplumsal cinsiyet, 1rk, sinif ve genel olarak iktidar1 dahil etmek ve su sorular
sormakti: Yapay zeka nasil ve hangi amaclarla kullanilir? Yapay zeka bilgiyi nasil temsil eder?
Yapay zeka sistemlerinde hangi bilgi tiirleri kullanmilir? (Adam, 1995). Bu feminist sorular, Adam’in
FYZ kavramini formiile etmesinin baglangi¢ noktasiydi. FYZ'yi “yapay zekanin alternatif bir ardili”
olarak tamamlamaktan ziyade “yapay zekanin feminist teoriden nasil beslenebilecegini ve feminist

projelerde nasil kullanilabilecegini” ortaya cikardi (Adam, 1998: 157).

Bu boliim, Adam’in ¢alismalari ve iligkileri araciligiyla FYZ'nin mikro tarihini kisaca anlatiyor.
Sorularinin ¢ogunun bugiin hala gecerli olmasi ve cogu cagdas uygulamanin onu bir ilham kaynagi
olarak gostermesi nedeniyle, Adam’in calismalarinin dikkate deger oldugunu savunuyor. Adam’in
FYZ iizerine diisiindiigii baglamda, yapay zeka arastirmalarina karsi derin bir hayal kirikhig varda.
1970’ler ve 1980’lerde yapilan ciddi kamu yatirimlarina ragmen yapay zeka heniiz vaatlerini yerine
getirememisti (Jansen, 2002; Mitchell, 2019). Adam, bu donemki projelerin “arastirma fonu
getirmedigini ve genellikle lisans son siif ve yliksek lisans diizeyindeki tezlerin sinirlari icinde ele
alinmak zorunda kaldigin1” vurguladi (Adam, 1998: 158). Cok az sayida fon saglayici1 kurumun ve
tiniversitenin FYZ pratigine ilgi gostermesi nedeniyle bunun kendi laboratuvar1 disinda

gelisememis olmasi Adam icin acik bir hayal kirikligi kaynagiydi.

“Feminist yapay zeka” terimine rastladigim en eski kaynak, Adam’in (1995) “Artificial Intelligence
and Women’s Knowledge” [Yapay Zeka ve Kadinlarin Bilgisi] adli makalesinin sonug¢ boliimiidiir.
Bu makalede Adam, feminizmden ilham alan farkh bir yapay zekanin 6niindeki yolun iki yonlii
oldugunu ileri siirmiistiir. Ilk olarak, geleneksel yapay zekay1 feminist amaclar icin kullanmak
miimkiindiir. Ikinci olarak, feminizmin yapay zekdya miidahil olmas1 gerekmektedir. Adam
(1998), FYZ hakkindaki diisiincelerini Artificial Knowledge [Yapay Bilgi] adli kitabinda daha da
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gelistirmistir. Terimle ne kastettigini aciklamadan 6nce, kendisinden 6nce gelen elestirel feminist
akademisyenlerin calismalarina dayanarak (Jansen, 1988; Suchman, 1987; Turkle, 1984) ii¢
kavramsal sorunsal ortaya koymustur. Birincisi, yapay zekanin (hem nesnenin hem de onu
inceleyen ve gelistiren insanlarin), zekanin ne olduguna dair tartismali bir epistemolojik ve felsefi
anlayisa sahip oldugunu diisiiniiyordu. Zeka sorunsalinin merkezinde, yapay zeka projelerindeki
sorunlu rasyonalite modeli vardi. Yapay zeka arastirmalar1 ve uygulamalar1 baglaminda,
“rasyonalite” terimi, insan zihninin bedenin 6niinde geldigini ima eder ve zekanin kiiltiirel ve
toplumsal olarak konumlanmis dogasini hesaba katmaz; kisacasi, bedenden bagimsiz bir yapay
zeka bicimini ayricalikli kilar. Robotik biliminin ortaya ¢ikmasiyla birlikte, yapay zekanin fiziksel
bedenselliginin o6ne ¢iktigini, ancak kiiltiirel bedenselliginin 6ne ¢cikmadigin kabul eder. Adam’in
{iciincii kavramsal kaygis1 ise yapay zekd ve erkek egemenligiydi. Ozellikle, yapay zekadaki
rasyonel “norm olarak erkek” anlayisim ortadan kaldirmay: 6nerdi ¢iinkii o donemdeki baskin
yapay zeka paradigmalari, Haraway’in (1993) “tanr1 numarasi” (god trick) olarak adlandirdig,
hichbir yerden her seyi gordiigii diisliniilen, konumlanmamis (unsituated) bilgi tiiriine

dayaniyordu.

Adam, FYZ'den ne kastettigini aciklarken, biiyiik olciide, onun rehberliginde feminist bilgi tabanh
sistemler gelistiren iki yiiksek lisans 6grencisinin caligmalarindan faydalandi. Sembolik yapay
zeka terminolojisinde uzman sistemler olarak bilinen bilgi tabanli sistemler, o donemde yaygin bir
yapay zeka modeliydi. Soziini ettigi ilk FYZ, su anda Brezilya’daki Sao Carlos Federal
Universitesinde bilgisayar bilimleri 6gretim iiyesi olan Brezilyali 6grencisi Chloe Furnival
tarafindan 1993 yilinda prototiplestirilmisti. FYZ projesi, Birlesik Krallik’taki toplumsal cinsiyete
dayali ayrimcilik konularina dair feminist ictihatlar1 derlemeyi hedefliyordu. Bu prototip PROLOG
ile programlanmist1 ve cinsiyet ayrimciligi davalarinda ispat yiikiiniin, haklarinin ihlal edildigini
gostermek zorunda olan kadinlarin iizerinde oldugu gercegine dayaniyordu. Sistem, bir feminist
ictihat veri tabanindan yararlanarak, avukata erisimi olmayan diigiik gelirli kadinlarin hakim
karsisinda ikna edici bir dava sunabilmesini desteklemeye calisiyordu. Adam ve Furnival (Adam,
1998; Adam ve Furnival, 1995), bu prototipin gelistirilmesinde karsilasilan zorluklar iizerine
diisliniirken su sorular1 sordular: Bilgisayar kullanma deneyimi olmayan, diisiik gelirli kadin
kullanicilar i¢in tehditkar olmayan bir yapay zeka tabanli sistemi nasil tasarlariz? Tasarim
siirecinde ve sonug iriiniinde toplumsal cinsiyet, irk ve sinifi nasil dikkate alirz? Ayrica,
kullaniciya sunulan tavsiye konusunda fazla umut vermeden veya bir karar1 kullaniciya
dayatmadan bunu nasil basaririz? Bu feminist hukuk bilgi tabanli sistem, mali kisitlamalar

nedeniyle gercek hayatta hicbir zaman uygulanamamistir.
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Adam’n yiiriittiigii ikinci FYZ projesi, Britanyali yiiksek lisans 6grencisi Maureen Scott araciligiyla
gelistirilen feminist bir hesaplamal dil bilgi tabanl sistemiydi. Sisteminin amaci, kadinlar ve
erkekler arasindaki iletisimde ortaya cikan yanlis anlamalar1 anlamli bir gekilde onarmakti.
Sistem, cinsiyetlendirilmis konusmalarda onarimin cogunlukla kadinlar tarafindan yapildig
onciiliinden yola ¢ikiyordu. Kadinlarin iletisimde onarim modeline deger vermek isteyen feminist
bilgi tabanl sistem, onlar1 bu alanin uzmanlar1 haline getiriyordu. Bu prototipi olusturmak i¢in
gereken bilgi, feministlerle yapilan goriismeler araciligiyla edinilmisti. Bu sistem yine bir 6grenci

tez projesinin Otesine gecememistir.

Bu iki deneye geriye doniip bakan Adam, bu sistemlerin ¢6ziilmemis celiskilerle dolu oldugunu
vurguladi. Aslinda bunlar, ozellikle sistemdeki bilgi girdilerinin bedensizlestirilmis niteligi ve
bunun sonucunda ortaya ¢ikan kararlar s6z konusu oldugunda, Adam’in yapay zekaya yonelik
kendi elestirilerinden bazilarin tekrarliyordu. Diisiinsel siireci, onu baskin ve zayif miihendislik
teknolojisi sorusu olarak tanimladigl su soruyu sormaya yoneltti: “Nereden baslamaliydim?”
(Adam, 1998: 166). Audre Lorde’un “Efendinin araclarim1 kullanarak efendinin evini ytkamazsin”
soziinii hatirlatan Adam (1998), feminist yapay zekanin “duvarda birkac ¢izik atmak” i¢in taktiksel
olarak kullanilabilecegine inaniyordu (s. 70). Nitekim, “Heniiz bagka araclar yok ve denemeden
bilemeyiz” diyerek (Adam, 1998: 164), yalnizca yapay zekayi elestirmenin 6tesine gecip FYZ yapma
ihtiyacini one cikariyordu (Adam, 1998; Adam ve Furnival, 1995). Bu yapma ve liretme meselesi,
feminist BTC’de son zamanlarda ele alinan bir konu olmustur: “[e]lestirinin Otesine gecip pratige

yonelmek bir sonraki kritik hamledir” (Bauchspies ve Puig de la Bellacasa, 2009: 341).

FYZ yapmanin beraberinde getirdigi baz tehlikelerin farkinda olan Adam, bir toplumsal cinsiyet
ve teknoloji atolyesinde, bir erkegin kendisine feminist birinin tasarlayacagi bir savas ucaginin
nasil farkli goriinecegini sordugunu aktarir. Adam, bu soruyu “Feministler savas ucag: tasarlamaz”
diye yamitlamistir (Adam, 1998: 157). Bu ifade, teknoloji alanindaki siyasal taahhiidiine gonderme
yaparak, belirli FYZ bigimlerinin gelistirilmemesi gerektigini vurgular. Bu hikayeye eslik eden
ikinci bir konu ise, iki feminist bilgi tabanh sistemin geleneksel uzman sistemlerden farkli olup
olmadigina dair duydugu belirsizlikti. Endisesi hem feminist hukuk sisteminin hem de dilsel
deneyin halihazirda var olan sosyal diizeni ve giic iligkilerini yeniden iiretmis olmasiydi (Adam,
1998). Bagka bir deyisle, bu sistemler, Atanasoski ve Vora’nmin (2019) sosyal, kiiltiirel, politik ve
ekonomik sorunlar1 ¢ozmeye yonelik teknoliberal yaklasim olarak adlandirdig: seyin bir parcasi
haline gelmiglerdi. Bununla birlikte, feministlerin yapay zeka uygulamalar1 tasarlayip
tasarlamamasi gerektigi sorusuna yanit olarak, mevcut celigkilere ragmen FYZ'nin siyasi projesini

gozden kacirmamamiz gerektigini soylemistir.
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FYZ’yi sekillendiren giincel egilimler

FYZ neden yeniden ortaya cikiyor? ilk olarak, FYZ, arastirma ve projeler icin artan fonlama imkan
anlamina gelen bir “yapay zeka bahar1” i¢cinde yeniden ortaya ¢ikiyor. Derin 6grenmeye ayrilan
muazzam fon, Geoffrey Hinton'in ekibinin 2012 ImageNet yarismasini kazanmasinin ardindan
hizlandy; bu basari, denetimli makine 6greniminin “6nemli hesaplama giicii ve biiyliik miktarda
etiketlenmis veriyle egitildiginde son derece etkili bir 6ngoriisel 6riintii tanima yontemi” oldugunu
gostermisti (Whittaker, 2021: 51). Ikinci olarak, elestirel teknoloji uzmanlari, ongoriisel
analitiklerin artan kullaniminin 1rksal kapitalizme siki sikiya bagh oldugunu ve esitligi hak eden
gruplar {izerinde olumsuz bir etkiye sahip oldugunu gostermistir (Benjamin, 2019b; Crawford,
2021). Ornegin, Siyah feminist akademisyenler, Siyah kiz cocuklarinin ve kadinlarin algoritmalar
ve diger sistemlerden nasil olumsuz etkilendigini ortaya koymustur (Benjamin, 2019a;
Buolamwini ve Gebru, 2018; Noble, 2018). Bu akademik calismalar, somiirgecilik
karsiti/somiirgeciligi ortadan kaldiran yapay zekd (Adams, 2021; Mohamed vd., 2020), yerli
(indigenous) yapay zeka (Lewis vd., 2020) ve FYZ (West, 2020) gibi unsurlar iceren yapay zeka
aragtirmalar1 ve prototiplemesinde elestirel bir doniisiimiin gelisimi ic¢in zemin hazirlamak

acisindan 6nemlidir.

Bir sonraki boliimde, FYZ'nin var olmasi icin gerekli olan insanlari, siirecleri, iligkileri ve
teknolojileri goriiniir kiliyorum. Adam ve oOgrencilerinin prototiplerinde oldugu gibi, FYZ
projelerinin de kiiciik olcekli, eksik ve celiskilerle dolu olmaya devam ettigini gosteriyorum.
Giintimiiz FYZ’sinin ne anlama geldigini daha iyi anlamak icin su tipolojiyi 6neriyorum: Model
olarak, tasarim olarak, politika olarak, sdylem olarak, kiiltiir olarak ve bilim olarak FYZ. Bu
kategoriler zaman zaman gecirgen ve genis kapsamli olsa da genel olarak FYZ 'nin ne oldugu ve ne

ise yaradig1 konusundaki tahayyiiliimiizii genisletmeye yardimeci oluyorlar.
Model olarak FYZ

Inceledigim ilk tipoloji, model olarak FYZ'dir. Buradaki “model”, Broussard’mn (2018) “icine veri
yiikleyip bir yanmit alabilecegimiz bir tiir kara kutu. Modeli alip i¢inden yeni veriler gegirerek bir
seyleri tahmin eden sayisal bir yanit elde edebiliriz” seklinde tamimladig1 seye karsilik gelir (s.
32). Bir model, iyilestirilecek ve ince ayar yapilacak bir veri kiimesine baglidir. Yapay zekanin
tarihsel olarak nasil sekillendigiyle ilgili bir onceki tartisma, model olarak FYZ'nin bir 6rnegini
gosteren iki kiiciik olcekli bilgi tabanl prototipe odaklaniyordu. Asagida ise, makinelerin 6grenme
modellerini biiyiik o6l¢ekli, sirket giidiimlii, opak ve somiiriicti derin 6grenme sistemlerine karsi

bir alternatif olarak gelistirmeyi amaglayan kiiciik 6l¢ekli giincel bir FYZ projesine odaklaniyorum.
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Makine 6grenimi tasarimi aragtirmacisi ve sanat¢i Caroline Sinders (2020), giincel FYZ'nin model
olarak ne anlama geldigini oldukca iyi 6rneklemektedir. 2017’de baslattigi Feminist Veri Seti
projesi, kiiciik olgekli, topluluk odakl bir veri seti gelistirme umuduyla yapay zeka siirecinin her
adimini inceledi. Bu veri setinin nihai amaci, kullanicinin feminizm {izerine sohbet edebilecegi,
FYZ destekli bir sohbet robotunu beslemekti. Proje, yapay zeka destekli bir sohbet robotunun
calismasi icin gereken temel gorevleri parcalara ayirmayi iceriyordu: veri toplama, veri etiketleme,
veri egitimi, kullamilacak algoritma modelinin se¢ilmesi ve modelin bir sohbet robotuna nasil
yerlestirileceginin ve sohbet robotunun nasil goriineceginin tasarlanmasi (Sinders, 2020).
Londra’daki sanat galerileri ve kitapcilar gibi kamusal alanlarda diizenlenen bir dizi yiiz ylize
atolye calismasi ve forum araciligiyla Sinders, feministleri feminizmlerin ¢ogullugunu yansitan
eserlerden olusan bir veri seti olusturma siirecine katilmaya davet etti. Izledigi acik siirec,
Wikipediamin akran iiretimi yaklasimindan ilham aliyordu; yani veri, var olusunun 6nemli
oldugunu diisiinen bir topluluk tarafindan iiretiliyordu. Bu durum, tarihsel olarak kadinlar
tarafindan ve bugiin de ¢ogunluk diinyasindan (mgajority world) insanlar tarafindan iistlenilen
goriinmez emegi goriiniir kildi1 (Posada, 2022; Roberts, 2021). Ayn1 zamanda topluluga, veri
setlerindeki verilerin yapay zeka sistemleri agisindan neden oOnemli oldugunu oOgretmeyi
amaclayan bir egitim projesiydi. Sinders’in belirttigi gibi, bosluklar1 gidermek ve onyargilari
diizeltmek icin veri toplama siirecinin yavas olmasi gerekiyordu. Her atolyeden sonra Sinders,
toplanan verileri dikkatlice inceledi ve su sorularn sordu: Bu veri setinde natrans ve beyaz
kadinlara ait ¢ok fazla eser var m1? Bu durum sohbet robotuyla yapilacak olan konusmay etkiliyor
mu? Yanit evet ise, veri setini zenginlestirmek icin 6zellikle natrans olmayan kadinlardan, beyaz
olmayan kadinlardan ve trans igerik olusturuculardan calismalar istedi (Sinders, 2020).
Feminizmler hakkinda konusacak sohbet robotunun dayanacag veri setini olusturmanin Kkilit
asamalarindan biri, verileri feminist bir toplulukla birlikte, onlarin c¢agrisina yamt vererek

toplamakti.

Sinders’in sohbet robotunu gelistirmek icin attig: ikinci adim, veri etiketleme siireciyle ilgiliydi.
Verileri etiketlemenin yorucu ve diisiik iicretli emegini goriiniir kilmak i¢in teknik olarak sorumlu
bilgi (technically responsible knowledge, TRK) aracinin prototipini olusturmaya karar verdi. Bu
arag, feminist veri emekgileri ve etiketleyicileri icin gerekli bir gecim iicretine dayali bir iicret
hesaplayici iceriyordu; bu da bu tiir emegin onemli oldugunu ve FYZ gelistirmede deger gormesi
gerektigini gosteriyordu. Bu aracin tasarimiyla, somiiriici Amazon Mechanical Turk platformuna
feminist bir alternatif sundu. Sinders’in FYZ destekli sohbet robotu hala yapim asamasinda; bu da
bu tiir projelerin ne kadar yavas ve zaman alici oldugunun bir gostergesidir. Bununla birlikte, bu

projeden c¢ikan feminist toplumsal ve siyasal yorumlar, yapay zeka tiretimi icin alternatif bir yol
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sunmaktadir. Gergekten de Sinders (2020), siiregiden projesini bir protesto eylemi olarak
tanimlamistir ciinkii topluluk tarafindan yiiriitiilen bir veri seti olusturmanin goriinmez, yavas ve
ince iscilik gerektiren emegini kolaylastirmaktadir; bu da biiyiik olcekli sirket ve devlet makine
o0grenimi projelerinin verimlilik, tiretkenlik, kara kutu yaklasimi ve sinir tanimayan hiz anlayisina
karsit bir pratiktir. Feminist Veri Seti projesi, model olarak FYZmnin yavas, kiiciik olgekli,
tamamlanmamis, sanatsal ve egitsel dogasini ve feminist veri setlerine duyulan ihtiyac1 anlamak

icin bir pencere sunmaktadir.
Tasarim olarak FYZ

FYZ’yi anlamanin en popiiler yolu siiphesiz ona tasarim perspektifinden bakmaktir. Bu, yapay
zekanin bir miithendislik teknolojisi olarak konumlanmasini yansitir; yani bilgisayar sistemlerinin
tasarlanmasi ve insa edilmesiyle ilgilidir. Adam daha 1990’larda, yapay zeka tasarimcilarinin
profesyonellesmesi ve prestij ihtiyacinin, yapay zekay1 diger anlamlarin iizerinde bir miihendislik
teknolojisi olarak kavrama bi¢cimine mesruiyet kazandirdigim1 savunmustu. Bu durum, “yapay
zeka arastirmacilarinin tasarim siirecine ve eserlerin ingasina odaklanmalarina ve zekanin dogasi
gibi daha zor felsefi sorular1 bir kenara birakmalarina” olanak sagladi (Adam, 1998: 14).
(Trans)feminist akademisyenler de feminist insan-bilgisayar etkilesimi (Bardzell, 2010), tasarim
adaleti (Costanza-Shock, 2018) ve veri feminizmi (D’Ignazio ve Klein, 2020) gibi feminist bilim ve
teknolojiyi uygulama ve tasarlama alanlariyla giderek daha fazla ilgilenmeye baslamislardir.
Asagida, kiiltiirel unsurlara ve kurumsal feminizmin olumsuz etkilerine odaklanarak FYZ'nin

tasarim olarak ne anlama gelebilecegini somut bir 6rnekle agikliyorum.

Los Angeles merkezli feminist.ai adli sanat ve tasarim arastirma grubu bu 6rneklerden biridir.
2016’da kurulan bu grup, Christine Meindersin yiiksek lisans ¢alismasi kapsaminda, katilimcilara
yapay zeka tasarim araclarina erisim saglamak amaciyla topluluk atolyeleri diizenlemesiyle ortaya
cikmistir (Meinders, 2017; Meinders ve digerleri, 2020). Meinders'in FYZ’ye yaklasimi, Adam’in
yapay zeka tasariminda kiiltiirel bedensellestirmenin yetersiz oldugunu yontindeki tespitine
dayanir. Kiiltiiriin yapay zeka miihendisliginde temel bir tasarim unsuru olarak entegrasyonunu
kolaylastirmak i¢in Meinders, Poieto adinda bir yazihm gelistirmistir. Tasarim siirecindeki
“kiiltlir”, hem yapay zeka tireticilerinin kiiltiiriinii hem kullanicilarin kiiltiirlinii hem de yapay zeka
araclarinin gelistirildigi daha genis toplumsal baglam ifade eder. Ureticilerin kiiltiirii, her tiirlii
deneyim, koken ve cografyadan kadin, kuir, trans ve non-binary tasarimcilarin katilimini
artirmaya odaklandigini ifade eder. Bu yaklasimin ardinda, tasarimcilarin cinsiyet, irk ve diger
kimliklerinin yapay zekanin gelistirilmesi {izerinde bir etkisi olacag varsayimi vardir.

Kullanicilarin kiiltiirii ise, kadinlar, kuirler, translar, siyahlar, yerliler ve beyaz olmayan diger
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insanlarla birlikte katilime1 bir tasarim siireci inga edilmesinin Poeito’'nun ayrilmaz bir parcasi
oldugu anlamina gelir. Bu tasarim yaklagiminin temel amaci, kodlama deneyimi ¢ok az olan ya da
hi¢ olmayan topluluk iiyelerinin siirece dahil edilmesini saglayarak yapay zeka iiretimine giristeki
engelleri ortadan kaldirmaktir. Yapay zeka tasarimina topluluk iiyelerinin dahil edilmesiyle
birlikte, bu sistemlerin topluluk tizerindeki olumsuz etkilerinin azalacag diistiniilmektedir. Yapay
zeka araclarinin gelistirildigi toplumsal baglamin kiiltiirii ise, biiylik sermayeli sirketler tarafindan
gelistirilen yapay zeka sistemlerinin belirli gruplar1 orantisiz ve olumsuz bicimde etkiledigi

anlamina gelir.

Feminist.ai'nin kurucusu ve iiyelerinin iginde bulundugu esitsiz ve celigkili Kaliforniya teknoloji
ortami, Meinders’1 “Feminist AI™” ifadesini ticari marka olarak tescil ettirmeye yoneltmistir. Bu
ifadeyi Amerika Birlesik Devletleri Patent ve Marka Ofisi'ne kaydettirmek, Meinders’a bu ifadeyi
ABD’de ve uluslararasi alanda on y1l siireyle, yenilenebilir bicimde kullanma hakk: tanimaktadir.
Sirketler arasinda yaygin olan bu fikri miilkiyet yontemi kullanildiginda, Feminist AI™, dijital
ortak alanlarda serbestge kullanilacak bir ifade olmaktan ¢ikip korunmasi gereken bir markaya
doniistir. Kiiclik 6l¢ekli bir proje olarak Feminist.ai, kurumsal tiirde bir feminizm ile daha topluluk

odakli bir orgiitlenme bi¢imi arasinda ikircikli bir konumda yer almaktadar.
Politika olarak FYZ

Politika olarak FYZ, gelismekte olan {ilkelerin yapay zeka yarisina dahil olmak ve bu yarisi
yakalamak icin tesvik edilmeleri anlamina gelir. Aym sekilde kadinlar da varsayillan ekonomik
faydalarin gerisinde kalmamalari icin yapay zeka yarisina katilmaya tesvik edilir. FYZ, Kanada’nin
yerlesimci-somiirgeci baglaminda uluslararasi bir kalkinma politikas1 meselesi haline gelir.
2015’te Liberal Bagbakan Justin Trudeau iktidara geldiginde, bilim, teknoloji, miihendislik ve
matematik (STEM) gibi alanlar dahil olmak iizere kadinlarin ve kiz cocuklarinin
giiclendirilmesini, kapsayiciligi ve toplumsal cinsiyet esitligini destekleyen bir Feminist
Uluslararasi Yardim Politikas1 uygulamaya koydu. Bu politika, Kanada'nin sorumlu yapay zekaya
olan artan ilgisi ve Birlesmis Milletler Siirdiiriilebilir Kalkinma Amaglari’na (SDG) yonelik
yenilenen baghhgiyla giiclendirildi. 2018’de, Kanadanin dis iligkiler ve kalkinma ¢abalarinin bir
parcasi olarak arastirma ve inovasyonu destekleyen federal bir kurum olan Uluslararas1 Kalkinma
Aragtirma Merkezi (IDRC), kiiresel Giiney’de yapay zeka ve kalkinma iizerine bir teknik rapor
yayimlamistir. Bu rapor, kalkinma icin yapay zeka (AI for development, Al4D) projelerine fon
saglamak iizere bir dizi teklif cagrisini baslatti. Bunun sonucunda, Feminist Yapay Zeka Arastirma

Ag1 (f<a+1i>r)dogdu.
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Isvicreli STK Kadinlar Masada (Women at the Table) ile Kosta Rika ve Tayland’daki kiiresel Giiney
{iniversite ortaklar1 tarafindan baslatilan bu ag, IDRC’den fon aldi. iki milyon Kanada dolar
degerindeki (IDRC, 2021) bu ii¢ yillik proje (2021-2024), FYZ'yi gelistirmeyi amaclamaktadir.
Feminist YZ: Kagittan Prototipe, Prototipten Pilot Uygulamaya ad1 verilen bu proje, FYZ’yi 6nemli
Olciide finanse eden tiiriiniin ilk Ornegidir. Proje, mevcut kurumsal mantigi -yapay zeka
sistemlerinin Kuzey'de gelistirilip Giliney'e, sistematik toplumsal cinsiyet, irk ve kesisimsel
onyargilarla birlikte ihra¢ edilmesi durumunu-diizeltmeyi amaclamaktadir. Bu kaynakla f < a + i
> 1, kiiresel Giiney’deki kadinlar1 ve LGBTQI+ bireyleri FYZ'nin kilit aktorleri ve gelistiricileri
olarak merkezine alan dijital haklar STK lerini finanse eder. iddialari, kiiresel Giiney STKlerinin

verilerdeki Onyargilari azaltmaya ve yapay zeka sistemlerini iyilestirmeye yardimci olacagidir.

Aralik 2022 itibariyla ag, prototipleme asamasina gecmek iizere birka¢ makale secti. Olusturulan
ilk prototip, Arjantinli Via Libre Vakfi tarafindan hazirlandi. Bu kurulus, metinlere kelime
yerlestirme (word embeddings) otomatik dil isleme siireclerinde ortaya cikabilen ayrimci
davraniglar1 azaltmayr amaclayan bir aracin prototipini olusturmayr hedefler. Ayrimei kelime
yerlestirmeye 6rnek olarak, “hemsire”, “bakim” veya “dikis” gibi kelimelerin genellikle kadinlarla;
“maag”, “spor” ve “lider” gibi kelimelerin ise genellikle erkeklerle iligskilendirilmesi verilebilir
(Alemany ve ark., 2022). Ikinci prototip, yine Arjantin merkezli, toplumsal cinsiyet perspektifine
sahip bir veri gozlemevi olan DataGenero STK’si tarafindan gelistirildi. Proje, Arjantin’le
Meksika’daki ceza mahkemesi yetkilileriyle is birligi yaparak kadinlara ve LGBTIQ+ bireylere
yonelik cinsiyete dayali siddet davalarinin yargisal isleyisine daha fazla seffaflik getirmeyi
amaclayan acik kaynakl bir yapay zeka sistemi gelistirmektir. Sistemin amaci, “kamuoyunun
adalete olan giivenini artirmak” ve hiikiimetlerin “cinsiyete dayali siddeti 6nleyen ve siddeti kadin
cinayetine doniismeden once ortadan kaldiran kanita dayali kamu politikalarim1 genis capta
benimsemesini saglamaktir” (Feldfeber vd., 2022: 20). Uciincii prototip ise, Silili STK Derechos
Digitales tarafindan gelistirilmistir. Bu proje, FYZ sistemlerinin ortak tasarimina yonelik pratik
bir rehber gelistirmeyi amacglamaktadir. Derechos Digitales, rehberin yerel ihtiya¢ ve kaygilara
dayanacagin ve bu sistemlerden etkilenecek kisiler tarafindan gelistirilecegini vurgular (Guerra,

2022).

Politika olarak FYZ, yerlesimci-somiirgeci Kanadanin bilim ve teknolojide feminist liberal bir
perspektifi destekleyerek kiiresel “sorumlu yapay zeka’nin sampiyonu olma arzusunun bir
hikayesidir. Bu, STEM alanindaki kadinlarin sayisim1 artirmaya yonelik SDG 5’in (Toplumsal
Cinsiyet Esitligi) ve kiiresel Giiney’deki devletler ile diger kurumlar tarafindan yapay zekada iyi

uygulamalari tesvik etmeyi hedefleyen SDG 16'nin (Baris, Adalet ve Giiclii Kurumlar) araciligiyla
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ifade bulur. Ancak ¢evre sikintilarimin arttig1 bir donemde politika olarak FYZ'de dile getirilmeyen
gercek, yerlesimci-somiirgeci Kanada merkezli madencilik sirketlerinin yurtdisindaki yerli
topraklarda mineral ¢cikarma faaliyetlerine karigtigidir. Bu projelerin tam olarak nasil gelisecegini
ve sonunda kimin yararina olacagini anlamak icin stireclerin yakindan izlenmesi gerekecektir. Bu
noktada aklima takilan soru su: FYZ, toplumsal cinsiyet esitligini saglamak ve cinsiyete dayal
siddete yanit olusturmak icin uygun bir teknoloji olarak nasil goriilmeye baslandi1? Yapay zeka
projelerine fon saglanmasi, feminist teknoloji uzmanlariyla dijital hak orgiitlerinin caligmalarini

FYZ’ye kaydirmada nasil bir rol oynamaktadir?
Soylem olarak FYZ

Simdiye kadar, daha c¢ok pratik temelli olan FYZ kategorilerine odaklandim. Bu boliimde ise
FYZ’yi soylem olarak ele aliyorum ve bu kavrama eglik eden tahayyiilleri anlamak icin elverisli bir

kategori oldugunu belirtiyorum.

FYZ, siklikla toplumsal cinsiyetle teknoloji arasindaki iligkiyi ele alan elestirel calismalari, kimi
zaman da 1rkla siifin kesisimlerini tamimlamak icin kullanilan bir kavram ya da belirteg islevi
goriir. Tlk drnek olarak Florida Universitesi Kadin ve Toplumsal Cinsiyet Calismalar boliimiinii
ele aliyorum. Bu boliim, Alison Adam tarafindan kaleme alinan Artificial Knowing [Yapay Bilme],
Safiya Umoja Noble (2018) tarafindan kaleme alinan Algorithms of Oppression [Ezilme
Algoritmalari] ve Ruha Benjamin (2019a) tarafindan kaleme alinan Race After Technology
[Teknolojiden Sonra Irk] gibi akademik kitaplara atifta bulunmak tizere “Feminist Yapay Zeka ve
Biiyiik Veri” baghgini kullanir. FYZ'nin s6ylem olarak bu sekilde kullanilmasi, okuyucuya feminist,
kuir ve elestirel 1rk teorilerinin yapay zeka sistemlerini incelemek ve elestirmek i¢in kullanildig:

sinyalini verir.

Tkinci 6rnek olarak Radical YZ Podcast’inin FYZ 101 bsliimiinii ele aliyorum. Bu boliimde, podcast
sunucular1 FYZ'nin anlam iizerine iki aragtirmaciyla soylesi yapmistir. FYZ'yi diinyada iyi isler
yapan feminist bir teknoloji olarak degerlendiren Dr. Kerry Mackereth, Mumkin adli multimedya
destekli, yapay zekayla giiclendirilmis sohbet robotunu 6rnek vermistir (Doyle-Burke ve Smith,
2021). Bu Hintli feminist uygulama, Hindistan’daki Bohra toplulugunda kadin khatna (kadin
genital kesimi) meselesine dair zor konugmalar1 miimkiin kilmak {izere tasarlanmigtir. Sohbet
robotu, kullanicilarin ¢ekincelerini agmalarina, toplumsal cinsiyet, kiiltiir ve toplum {izerine
gercek hayatta konusmalar yapabilme cesareti kazanmalarina yardimc1 olmay1 amaclar. FYZ’yi
tanimlamanin zorlugunu kabul eden Dr. Mackereth, FYZ’'nin ne olmadigini aciklamay: tercih eder:

“FYZ, asla 6ngoriicii polislikle ilgilenmeyecek” (Doyle-Burke ve Smith, 2021).
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FYZ, uygulayicilar ve savunucular tarafindan etkili bigimde kullanilan s6ylemsel bir giice sahiptir.
f < a + 1> rile baglantili Renata Avila (2021), yeni yapay zeka tahayyiillerinin agiga ¢ikmasi igin
yapay zekanin feminist sosyal adalet ilkeleri dogrultusunda yeniden insa edilmesi gerektigini 6ne
siirmiistiir. Avila soyle yazar:

FYZ, yapay zeka etrafindaki soylemi yeniden kuruyor ve bunu kadinlarin ve

kiz cocuklarinin ellerine ve zihinlerine daha yakin héle getiriyor [. . .]

Feministler sadece bugiinii tasarima c¢evirmekle kalmayacak, iitopyay1r da

cevirecek ve tasarima toplumsal cinsiyet ve 1rk esitligini kodlayacaklar.
(Avila, 2021)

Benzer sekilde, Kampala merkezli Policy adli STK’nin yoneticisi Neema Iyer (t.y.), FYZ’den, Afrika
baglaminda, Afrika’daki feminist hareketlerin farkl yapay zeka ve veri yonetisim modelleri altinda
feminist bir gelecegi nasil elestirel bir sekilde ele alabileceklerini, tartisabileceklerini ve
ongorebileceklerini ifade eden bir soylem olarak bahseder. Bu iki ornekte de FYZ etrafindaki
sOylem, kadinlarin ve kiz ¢ocuklarinin yapay zekaya ilgi duymalar1 ve bu alanda aktif olmalar1 i¢cin
bir pencere agiyor. Bu, muhtemelen FYZ etrafindaki sdylemin uygulayicilar ve akademisyenler
arasinda bu kadar olumlu, umutlu ve hatta zaman zaman iitopik olarak betimlenmesinin
nedenlerinden biri. Aslinda, tipki yapay zekanin kendisi gibi, FYZ de gelecekte ortaya ¢ikmasi
beklenen, fakat heniiz gerceklesmemis bir 6zgiirlestirici potansiyel hakkinda biiyiik iddialarda
bulunuyor. Bu da beni su soruyla bas basa birakiyor: FYZ etrafindaki mevcut séylem, yapay
zekanin toplumsal, siyasal, cevresel ve ekonomik adaletsizliklere yanit olmayacagimi diistinecek

feministler icin yapay zekayi ne odlciide kabul edilebilir kiliyor?

Kavramsal olarak, Sarah Myers West (2020) bize FYZ'yi sOylem olarak farkl sekilde nasil
diisiinebilecegimize dair bir bakis acis1 sunuyor. West, asagidan bir FYZ tahayyiilii kurarken,
yapay zeka etrafindaki soylemin adalet, hesap verebilirlik ve seffafliktan, onarma (remediation)
kavramina kaydirilmasi gerektigini ileri stirmiistiir (West, 2020). West'in Onerisi soylemsel
oldugu kadar maddidir de ciinkii soylemin toplumsal doniisiimle el ele gittigine inanir. West,
algoritmalar1 6nyargisiz ve kapsayici kilmaya yonelik liberal cerceveyi elestirmis ve onarmanin
giiclii bir alternatif sundugunu savunmustur. Onarma, zararh yapay zeka sistemlerinin verdigi
zarar1l durdurmak ve tersine ¢evirmek, yanlislar1 diizeltmektir. “Adalet” ise, odagi, ayrimciligin
sistematik ve yapisal boyutlariyla yiizlesmekten uzaklastirir (West, 2020). West, algoritmik
onarmaya yonelik bu yonelimin, yeni imkan alanlar1 agabilecegini ve bunun kolektif giice,

dayanismaya ve reddedise zemin hazirlayabilecegini savunmustur (West, 2020).

Kiiltiir olarak FYZ
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Bilim ve teknolojiyi kiiltiir olarak temsil etmek yeni degildir. Feministler uzun siiredir teknolojiyi
bir kiiltiir olarak betimlemislerdir. Judy Wajcman (1991), Feminism Confronts Technology
[Feminizm Teknolojiyle Yiizlesiyor] adli kitabinda, teknolojiyle kiiltiirii, teknoloji ile toplumsal
cinsiyet iligkilerinin birbirini karsilikli olarak sekillendirmesi iizerinden ele alir. Soyle yazar:
“Kadinlarin teknolojiden dislanmasi ve teknolojiyi reddetmesi, teknolojinin erkekler arasindaki
iligkileri ifade eden ve pekistiren bir kiiltiir olarak analiz edilmesiyle daha acik hale gelir.
Teknolojiler, insanlarin ve gelistikleri toplumsal baglamin izlerini tasir” (Wajecman, 1991: 22).
Wajcman (1991), toplumsal cinsiyetin tarihsel ve kiiltiirel insasinin bir sonucu olarak teknolojinin
eril bir kiiltiir olarak kabul edildigini savunmustur. Bu, erkeklerle makineler arasinda bag yaratan
ideolojik bir durusun, erkeklik ideolojisinin tiriiniidiir. Teknoloji ile erkeklik arasindaki iligkiyi
tartisirken soyle yazar: “Teknolojiyi bir kiiltiir olarak ele almak, teknolojinin nasil da erkekligi
ifade ettigini, dolayisiyla da erkeklerin de kendilerini nasil karakteristik olarak makinelerle iligkili
gordiiklerini anlamamiz1 sagladi” (Wajcman, 1991: 149). Ayrica, teknolojiye dair semboller,
imgeler ve temsiller gibi bircok kiiltiirel faktoriin kizlarin ve kadinlarin teknolojiye ilgisini

azaltabilecegini vurgulamistir.

Baz1 yapay zeka sistemlerinde toplumsal cinsiyet ve irka yonelik onyargilarin mevcut oldugu
ilkesinden yola cikan Galit Wellner ile Tiran Rothman (2020), FYZ'ye Kkiiltiirel norm
perspektifinden yaklasmistir. Toplumsal cinsiyete yonelik onyargilari, neden olustugunu, nereden
geldiklerini, nihayetinde nasil diizeltilebileceklerini anlamak i¢in —toplumsal, fiziksel ve biligsel
olmak iizere— lic norm kategorisine ayirmiglardir (Wellner ve Rothman, 2020). Toplumsal
normlar, belirli bir teknolojinin bir cinsiyetle iligkilendirilmesi anlamina gelir (6rnegin, kadinlar
diisiiniilerek tasarlanmis bir bulasik makinesi); fiziksel normlar, tek bir cinsiyetli bedenin evrensel
olarak kabul edilmesidir (6rnegin, yiiz tanima sistemlerinin beyaz erkekleri siyah kadinlara kiyasla
cok daha yiiksek oranda tanimasi); bilissel normlar da, zihinsel beceriler ile yeteneklere yonelik,
hayatiniz {izerinde etkisi olan varsayimlardir (6rnegin, bir posta kodunun bir kisinin kredi onayim
belirlemesi gibi biligsel irk¢1 6nyargy). Yazarlar, bu kiiltiirel normlarin degistirilmesinin bizi FYZ’ye
gotiirecegini savundular. Pratikte, kiiltiir olarak FYZ, yukarida bahsi gecen Poeito yazilimiyla
somutlagir. Bu kiiltiirel yapay zeka araci, feminist.ai arastirma grubunun on bes felsefi yonelimine
dayanmaktadir; bu yonelimlerden biri, kiiltiiriin, maddesellik ve amacin veri ve model kadar

onemli oldugunu ozellikle belirtir.
Bilim olarak FYZ

Incelemenin son kategorisi, “zek4”y1 feminist bir perspektiften ele alan, bilim olarak FYZ'dir. Yillar

icinde, yapay zeka icindeki zeka kavraminin arastirlmasi felsefe ve psikoloji gibi disiplinlerden
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gelmistir. “Zeka” terimini sorgulayan, FYZ’yi bilim olarak ele alan tek referans, Neda Atanasoski
ile Kalindi Voramin (2019) Surrogate Humanity [Vekil Insanlik] adli kitabidir. Kitabm
“Teknoliberal Arzu Uzerine, Ya da Neden Feminist Yapay Zeka Diye Bir Sey Yok” bashkli son
bolimii bu argiimani acikca ortaya koyar. Adam gibi, onlar da yapay zekanin tarihinin
baslangicindan beri rasyonalist ve maskiilinist oldugunu savunur fakat Adam’in aksine FYZ’nin
yine de degerli oldugu sonucuna varmazlar; aksine, bunun kapsayici olma yoniinde teknoliberal
bir arzudan dogdugunu ve kokten bir doniisiim gerektigini one siirerler. Teknoliberalizmi,
“teknolojinin insanlarin emek giiclinii ikame edecegi ve boylece 1rka dair egitsizliklerin ve insanlar
arasindaki diger tiim esitsizliklerin ortadan kalkacag, irkin ve irk¢iligin olmadig (postracial),
ozgirliiklerin oldugu bir gelecek kuracagini iddia eden bir ideoloji” olarak tanimlarlar (Atanasoski
ve Vora, 2019: 28). Arglimanlarim1 somutlastirmak i¢in Luna adl bir yapay zekay1 feminist zeka
merceginden incelerler. Luna, 2018’de insani yardim amacli, kar amaci giitmeyen Robots Without
Borders [Sinir Tanimayan Robotlar] 6rgiitii tarafindan olusturulmus holografik bir robottur. Mavi
gozlii, uzun koyu sacli bir kadin olarak tasvir edilir. Konustugunda icerigi Wikipedia gibi
kaynaklardan alir. Luna, insani yardim kosullarinda egitimin kalitesini artirmak ve tibbi tavsiye
saglamak icin tasarlanmigtir. Atanasoski ve Vora, Luna projesini, teknoliberal bir hayal
diinyasmin parcasi oldugu icin elestirir. Oncelikle, Luna’nin yapay zekanin sosyo-ekonomik
sorunlara teknolojik bir ¢oziim oldugu varsayimina dayanan yapay zeka pazarlama cilginligina
dayandigim soylerler. Ikinci olarak da Luna’nin toplumsal cinsiyet ve 1rk temsilini iyilestirmek
iddiasinda bulunurken, tarihsel ve giincel kesisimsel baski bicimlerini gercekten sorgulamak icin
gereken siyasal emegi ortaya koymadigini iddia ederler. Bu Al projesi, kendisini FYZ hareketinin
bir parcasi olarak gormediginden, incelenen kiiciik 6lcekli FYZ projelerinden oldukga farkhdir.
Yine de Atanasoski ve Vora’nin (2019) feminist zekanin varligim1 sorgulayan felsefi yaklasimi
kavramsal olarak zengindir. Soyle yazarlar:

Zeka kategorisinin genisletilmesine duyulan arzu —bu kategori ve liberal

ozneyi olusturan diger kategorileri bozmaya yonelik bir arzudan ziyade—

yapay zekanin vekil etkisini telafi etmeyecektir. Feminizmi liberal, kapsayici

bir proje yerine somiirgecilikten arindirici bir proje olarak tanimlarsak;

feminizm siyasal olarak kullanim, miilkiyet ve 6z-sahiplik kategorilerini

bozmaya calistikca, belki de kigkirtic1 bicimde feminist bir zeka diye bir sey
olmas1 gerekmedigini sdyleyebiliriz.” (2019: 196)

Atanasoski ve Voramin bu provokasyonu, FYZ kavramiyla birlikte gelen daha iyi bir gelecek
vaatlerini sorgular. Feminist olsun ya da olmasin, yapay zeka toplumlarin dijitallesmesini takip
eder. FYZ, toplum olarak verimlilik, dogruluk ve kolaylik icin benimsedigimiz bagimlhliklar
gozden kacirmamiza neden olabilir. FYZ, su haliyle, insan ozgiirliigiine, 1irk sonras1 ya da emek

sonrasl bir gelecege yonelmekten c¢ok, irksal esitsizlik, el koyma, somiirii ve gezegen tahribati
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{izerine kurulu ¢ikarci kapitalist sistemin bir parcasi olarak kalmaktadir. Oyleyse, kapsayici-liberal
bir proje olmayan, feminist-somiirgecilikten armndirilmis (yapay) zeka ne olabilir? Belki de
baslangic noktasi, “feminist zekay1” algoritmalara, verilere ve yapay zekaya hapsetmeye calismak
yerine, diinyay1 yeniden tasavvur etme ve direnme yoniindeki feminist somiirgecilikten arindirici

bilgi ve becerilerimizde yatiyordur.
Sonuc¢

Bu makale, FYZ kavrami diisiinmeye yonelik ge¢misteki ve giiniimiizdeki girisimleri ve bu
pratiklerin geleneksel ve hegemonik yapay zeka bigimlerine farkli derecelerde nasil meydan
okudugunu incelemistir. Adam ve 6grencilerinin ¢aligmalar iizerinden FYZ tarihine bakmak,
yapay zekanin ¢ogul tarihini zenginlestirmemizi saglar ve feminist tarihi yapay zekaya yeniden
dahil etmemize olanak tanir. Bu mikro-tarihsel yaklasim, FYZ yapmanin icerdigi celiskileri kabul

etmekten kaginmadig i¢in giliniimiiz agisindan 6nemli bir ders niteligindedir.

Giintimiizde FYZ gelistirmeye yonelik cagdas ¢abalar, hem yapay zekanin iiretim siirecine farkl
aktorlerin hem de kiiciik 6lcekli, yavas veri ve yapay zeka projelerine topluluklarin dahil edilmesini
icermektedir. Giiniimiizde FYZ projelerinin, kiiresel Giiney ve Kuzey’deki feminist
akademisyenler, oOgrenciler, STK’ler ve sanatgilar tarafindan sekillendirildigini anlamis
bulunuyoruz. Bu aktorlerin yapay zekayi yeniden diisiinme siirecine dahil olmasi, yapay zekanin
geleneksel tarihine yeni bir anlam katar. Dijital haklar STK’lerinin yiikselisi ve feminist aktivist
calisanlarinin profesyonellesmesi, FYZ'yi inceleyen, uygulayan ve prototiplestiren yeni aktorlerin

ortaya ¢ikmasina yol agmistir.

FYZ ile iligkilendirilen vaat, daha adil, daha yavas, daha uzlasmaci1 ve daha kolektif bir yapay
zekanin miimkiin oldugudur. Varsayim sudur: Eger FYZ varsayilan model olsayd, {iretecegimiz
ve deneyimleyecegimiz teknolojiler bugiin sahip olduklarimizdan cok farkli olurdu. Boylesi
iitopyac1 hayaller bir yana, FYZ ayni zamanda taktiksel bir miidahale bicimi ve biiyiik 6l¢ekli

hegemonik ve ayrime1 yapay zekaya kars bir direnis formu olarak goriilebilir.

Ancak FYZ'nin basarabilecekleri sinirlidir; zira heniiz teknoliberal kapsayicilik alaninin Gtesine
gecmemistir. Icinde yasadigimiz ve cevreyi tahrip eden kapitalist siyasal-ekonomik sistemin giic
iligkilerini ve esitsizliklerini sorgulamak icin ¢ok az sey yapar. FYZ, agir cevresel ve toplumsal
adaletsizlik baskilar altinda diinyay1 doniistiirecek bir siyasi pratik degildir ¢linkii hala teknik
cozlimler alaninda kalmaktadir. Veri ve yapay zeka gibi teknolojiler feminist aktivizmi
destekleyebilir ve giiclendirebilir ancak kolektif 6zgiirliigiimiiz icin miicadele edebilmek amaciyla

esas ihtiyactmizin toplumsal hareketleri daha da giiclendirmek oldugunu unutmamamaiz gerekir.
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